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Résumé
Informations Générales

Parmi les sources d’énergie étudiées pour subvenir aux futurs de l’humanité, la fu-
sion nucléaire est considérée comme l’un des candidats les plus prometteurs. Actuelle-
ment les dispositifs de fusion de type tokamaks ont atteint des performances proches
de celles nécessaires à réacteur industriel de fusion.

Figure 0.1.: Illustration de la perturbation du plasma tokamak pour les décharges
JET #92459 (avec RE, solide rouge) et #87126 (sans RE, pointillé bleu). Le
courant plasma Ip est normalisé avec le courant plasma plat.

Dans les tokamaks, les disruptions sont des événements majeurs dans lesquels
l’énergie du plasma est perdue en un très court instant. Les plus importantes d’entre-
elles, peuvent amener à l’endommagement de la structure du tokamaks comme le
montre la figure 0.1. Les disruptions constituent une menace majeure pour les futurs
tokamaks, y compris ITER. Trois conséquences sont liées aux disruptions: dépôts
thermiques localisés, forces de électromagnétiques (EM) et électrons découplés (RE).
Ces derniers, de par leur énergie (quelques 10MeV), peuvent endommager des com-
posants internes du tokamak. Ainsi, la prévention et le contrôle de ces électrons
découplés sont d’une importance essentielle.

Atténuation des électrons découplés
La stratégie actuelle consiste à éviter la génération d’électrons découplés à l’aide

d’une injection massive de matière (MMI) telle que deutérium ou d’espèces nobles
à haut Z (Ne, Ar, Kr, Xe). Si leur génération ne peut pas être évitée, une deuxième
MMI sera utilisée pour atténuer le faisceau d’électrons découplés. Le matériau peut
être injecté par injection massive de gaz (MGI) ou par injection de glaçons brisés
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(SPI, solution actuellement adoptée par ITER). Après la première MMI utilisée pour
empêcher la génération de RE, un plasma de fond dense et froid d’impuretés MMI est
formé.

Figure 0.2.: Traces temporelles du courant plasma Ip , monitions de rayons X durs
(HXR) et neutrons des décharges #87937 et #87938 montrant une atténua-
tion infructueuse du faisceau RE. Le faisceau RE est déclenché en utilisant
∼ 160Pa.m3 d’argon de DMV1 dans les deux décharges.

En sa présence, le deuxième MMI visant à atténuer l’emballement du faisceau
d’électrons peut être inefficace en raison d’une mauvaise pénétration dans ce plasma
de fond, comme observé dans le tokamak JET et montré dans la figure 0.2. Par con-
séquent, comprendre la physique de l’interaction entre le faisceau d’électrons décou-
plés et le 2nd MMI en présence du plasma de fond froid est une étude essentielle pour
définir un scénario fiable d’atténuation des faisceaux d’électrons découplés. Cette
étude sera au centre de cette thèse de doctorat.

Caractérisation expérimentale du plasma de fond
Le plasma de fond est caractérisé par sa température électronique. Sa mesure a

demandé le développement d’une méthode basée sur , des données de spectroscopie
VUV. Dans cette méthode, des rapports entre des lignes de visées synthétiques sont
construits en utilisant le coefficient d’émission de photons (PEC) du modèle atom-
ique ADAS et le profil de température du plasma de fond est estimé en définissant
les rapports de lignes expérimentales avec les rapports de lignes synthétiques. Un
exemple de profil estimé Te est illustré dans la figure 0.3.
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Figure 0.3.: Estimation du profil Te de la décharge #92459, 160ms à partir de l’injection
de déclenchement.

Figure 0.4.: Dépendance de la température moyenne du plasma de fond en temps et
en volume << Te >V >t de la quantité d’Ar MMI utilisée pour déclencher
le plasma de fond pour les décharges MGI et SPI.

Le plasma de fond dans le tokamak JET est plus chaud (Te = 6-18eV) que sur les
autres tokamaks (DIII-D, Te ≈1-2eV ). La température électronique du plasma de fond
augmente avec la quantité de gaz utilisée pour déclencher la disruption et la densité
électronique à l’extérieur de la dernière surface magnétique fermée comme le montre
la figure 0.4. Dans le cas où la disruption est déclenchée par une injection d’Argon, sa
température électronique ne dépend pas de la température électronique du plasma
avant la disruption, mais se révèle faiblement corrélée avec la densité électronique
précédant la disruption. De plus, les glaçons non fragmentés produisent un plasma de
fond plus chaud. Quand un SPI d’argon est utilisé pour atténuer le faisceau d’électrons
découplés, un plasma de fond plus chaud est créé que si un MGI avait été utilisé.

0D/1D bilan de puissance des systèmes plasma d’arrière-plan
Un bilan de puissance 0D / 1D du faisceau d’électrons découplés et du plasma de

fond est effectuée pour valider les mesures de température.
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Figure 0.5.: Illustration des systèmes post-perturbation.

Le bilan de puissance est dominé par les processus physiques tels que les effets
collisionnels, les rayonnements synchrotron et bremsstrahlung, l’accélération par le
champ électrique, le rayonnement de raie du plasma de fond comme le montre la
figure 0.5. La température de fond du plasma prédite par le modèle d’équilibre de
puissance 0D est en bon accord avec les mesures de la spectroscopie VUV.

Figure 0.6.: Comparaison des termes de perte de puissance du faisceau RE (syn-
chrotron, bremsstrahlung et transfert de puissance collisionnel) en fonc-
tion de la température électronique du plasma de fond. On suppose une
énergie centrale constante de la distribution d’énergie RE E 0

RE .

Le transfert d’énergie entre les électrons découplés et le plasma de fond s’avère être
le source d’alimentation principale chauffant le plasma de fond à des températures
élevées comme le montre la figure 0.6.
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Background plasma powers in
Confined region (MW) #92459 #92454 DIII-D

(+) Pcol l i si on 1.7 (0.72-2.54) 3.72 (3.67-6.87) 5.99

(+) Pohmi c (×10-3) 0.09 (0.04-0.13) 0.16 (0.16-0.27) 0.47

(-) Pr adi ated 2.05 (0.68-2.31) 44.45 (42.45-160.73) 6.45

Pr adi ated 2.61 10.61 ∼1
(bolometer)

(-) Pconducti on TBD TBD TBD

Table 0.1.: Bilan de puissance des plasmas de fond confinés pour les décharges JET-
ILW et la décharge DIII-D supposée (les termes entre parenthèses indiquent
la barre d’erreur due aux incertitudes du profil Te ).

#92459 #92454 DIII-D

< Te >V [eV] 7.44±0.37 3.21±0.12 2

Pcol l i si on [MW] 1.7 (0.72-2.54) 3.72 (3.67-6.87) 5.97

Ne,cor e [×1019] 7.16 83 28.8
Pcol l i si on

Ne,cor e
[×10-14 W/e-] 2.37 (1-3.55) 0.45 (0.44-0.83) 2.07

Table 0.2.: Puissance collisionnelle transférée par électron libre du plasma de fond
pour les décharges JET-ILW et la décharge DIII-D supposée (les termes
entre parenthèses indiquent la barre d’erreur due aux incertitudes du profil
Te ).

Une puissance de collision plus élevée transférée par électron libre dans le plasma
de fond peut être responsable d’une température d’électrons plus élevée, comme
indiqué dans le tableau 0.2.

Simulation du plasma de fond à l’aide d’un modèle de diffusion
1D

Les résultats d’un modèle de diffusion radiale 1D, adapté au tokamak JET, sont
présentés. La diffusion 1D dépend des hypothèses initiales telles que la densité de
chaque espèce et la géométrie des composants face au plasma. Le flux de travail du
modèle de diffusion 1D est illustré dans la figure 0.7.
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𝜕
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 Te profile

1:Nt (No of time steps)

Outputs

ni, ne, nRE, Te profiles

Figure 0.7.: Flux de travail du modèle de diffusion 1D

Figure 0.8.: Profils de (a) température Te , (b) densité électronique ne , (c) densité RE
nRE et (d) densité totale d’argon nAr , après 5simulation ms avec d t=500
ns. Rayon du mur Rw =1,92m pour toutes les simulations.

Le modèle de diffusion 1D prédit une température et une densité électronique plus
élevées lorsque les coefficients issues du modèle atomique ADAS sont utilisés par
rapport à ceux du modèle atomique CRETIN (utilisé par défaut dans le code) comme le
montre la figure 0.8. Par rapport à la température estimée à partir de la spectroscopie
VUV, la température simulée du plasma de fond en d’argon est beaucoup plus faibles
et elle montre une dépendance inverse de la diminution de la quantité d’argon.
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Lorsque le SPI de deutérium dans le plasma d’argon de fond est simulé, une goutte
dans la ligne d’argon, la luminosité après l’entrée du deutérium SPI est prévue, co-
hérente avec des mesures VUV expérimentales .

Figure 0.9.: Simulation du plasma d’arrière-plan d’argon (rouge, pointillé) et du
plasma de fond Ar+D2 (bleu, solide) dans le tokamak JET, montrant (a) le
profil de température, (b) le profil de densité d’électrons libres, ( c) profil
de densité RE et (d) profil de densité Ar totale. Simulé à l’aide du modèle
de diffusion 1D.

Cependant, le modèle prédit une augmentation de la densité électronique après un
SPI en deutérium, incompatible avec les mesures expérimentales. Le modèle prévoy-
ait une baisse de température après l’entrée du SPI de deutérium, mais elle n’est
pas suffisamment faible pour atteindre les conditions de recombinaison de l’argon
comme le montre la figure 0.9. D’autre part, le modèle prédit une faible température
et densité électronique, soutenant l’hypothèse de la recombinaison de l’argon dans
DIII-D.

La sur estimation de la densité électronique et de la température peut être due
à la présence d’une puissance rayonnée plus élevée (une des entrées du modèle)
dans JET (1-4 MW), que dans DIII-D (100 kW). Une grande partie du rayonnement
non thermique dû taux électrons découplés explique cette observation sur JET par
rapport au DIII-D. En utilisant les données PrismSPECT dans le code de diffusion 1D,
le rayonnement non thermique peut être pris en compte dans le code. Cela peut nous
aider à mieux simuler les conditions du plasma de fond après l’entrée D2 SPI. C’est un
travail en cours de réalisation.
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Abstract
Nuclear fusion is regarded as one of the most promising candidates for humankind’s

future energy sources. Tokamaks are the devices currently closest to achieve reactor-
relevant fusion power. The nuclear fusion power increases with the size of the tokamak
and a large plasma current is required for better confinement. In tokamaks, disrup-
tions are unfavorable events in which the plasma energy is lost in a very short timescale
causing damage to the tokamak’s structures. Disruption loads increase with energy
and plasma current. Thus, they are a major threat to the robust operation of future
large tokamaks, including ITER. There are three consequences of disruptions: thermal
loads, electromagnetic (EM) loads and runaway electrons (RE). Runaway electron
beams carry the risk of in-vessel component damage. In larger machines, higher
plasma current increases the runaway formation. The prevention, control and mitiga-
tion of the runaway electrons are areas that are considered as hot topics in nuclear
fusion research.

The current strategy for runaway electrons is to avoid their generation by a massive
material injection (MMI) of deuterium or high-Z noble species (Ne, Ar, Kr, Xe). If their
generation cannot be avoided, a second MMI will be used to mitigate the generated
RE beam. Material can be injected via either Massive Gas Injection (MGI) or Shattered
Pellet Injection (SPI, currently adopted by ITER). After the first MMI to prevent RE gen-
eration, a cold dense background plasma of MMI impurities is formed. In its presence,
the second MMI aimed at mitigating the runaway electron beam may be inefficient
due to poor penetration, as observed in the JET tokamak. Therefore, understanding
the physics of the interaction between the runaway electron beam and the mitigation
MMI in the presence of a cold background plasma is an essential study for a reliable
runaway electron beam mitigation scenario. This study will be the focus of this PhD
thesis.

The background plasma is characterized through its electron temperature. For this,
a method based on VUV spectroscopy is developed. In this method, synthetic line
ratios are constructed using Photon-Emissivity Coefficient from the ADAS atomic
model and the background plasma temperature profile is estimated by fitting the
experimental line ratios with the synthetic line ratios. Background plasma in the JET
tokamak is hotter (Te ≈6-18eV) than on other tokamaks (DIII-D, Te ≈1-2eV). The
electron temperature of the background plasma increases with the gas amount used
to trigger the disruption and electron density in the far scrape-off layer. When the
background plasma is created using argon SPI, the electron temperature have no de-
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pendence on the pre-disruptive plasma temperature but is found to weakly correlate
with the pre-disruption electron density. In addition, intact SPI pellets produce hotter
background plasma. When argon SPI is used as a mitigation injection, it produces
hotter background plasma than MGI.

A 0D/1D power balance of the runaway electron beam and the background plasma
is performed to confirm the temperature measurements. In the power balance,
the dominant physical processes like collisional power transfer, synchrotron and
bremsstrahlung radiation, electric field acceleration, line radiation of the background
plasma are considered. The background plasma temperature predicted by the 0D
power balance model is in good agreement with measurements from VUV spec-
troscopy. The collisional power transfer between the runaway electrons and the
background plasma is found to be the primary power source heating the background
plasma to high temperatures.

The results of a 1D radial diffusion code, adapted for the JET tokamak, are presented.
The model is sensitive to initial guesses of the species densities and the geometrical
wall radius. The 1D diffusion model predicts higher electron temperature and density
when rate coefficients from ADAS atomic model are used compared to CRETIN atomic
model (used in the code by default). As compared to the temperature estimated from
VUV spectroscopy, the simulated argon background plasma temperatures are much
lower and they decrease when the argon amount increases. When a deuterium SPI in
argon background plasma is simulated, a drop in the argon line brightness after the
entry of deuterium SPI is predicted, consistent with experimental VUV measurements.
However, the model predicts an increase in electron density after deuterium SPI entry,
inconsistent with experimental measurements. The model predicts a drop in tem-
perature after deuterium SPI entry but not low enough for the argon recombination
conditions. On the other hand, the model predicts low electron temperature and
density, supporting argon recombination in DIII-D. The over-prediction of electron
density and temperature may be due to the presence of higher radiated power (one
of model’s inputs) in JET (∼1-4MW) than on DIII-D (≤100kW). A large fraction of
non-thermal radiation due to the runaway electrons is considered to explain this
observation in JET compared to DIII-D.
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1. Introduction to Nuclear Fusion
and Tokamaks

The discovery of fire has ignited one of the most important revolution of the human
species, the revolution of energy. Since the ancient times, humanity has aimed at
harvesting energy. The various energy sources can be grouped into two major divi-
sions: non-renewable and renewable energy sources. Fossil fuels like coal, petroleum
and natural gas are non-renewable resources, as they will soon be depleted. This is
because they are consumed much more quickly than the time they required to form
naturally. In addition, combustion of these fossil fuels also give out greenhouse gases
like carbon dioxide, which aggravates global warming. Energy resources like hydro-
electricity, solar, tidal and wind are called renewable energy sources as the resources
will not be depleted on a human timescale.

During the 20th century, Nuclear Fission reactions have been introduced as an
energy source in which energy is harvested by splitting up heavy atomic nuclei such
as plutonium and uranium. In comparison to fossil fuel generation, nuclear fission
produced very low emission of greenhouse gases and thus less pollution. Due to the
long-lived nuclear waste, nuclear fission poses serious radioactive threat. In addition,
extreme risks of radioactive meltdown was witnessed through Chernobyl incident
and Fukhushima disaster, which prompted for a safer practices. According to IEA
report (IEA), ∼10% of the global electricity production comes from nuclear sources.
About 65% of the global electricity production is from fossil fuels whereas renewable
resources account for ∼25%.

At present, the scientific community is working on the next step in the energy
production: Nuclear Fusion. Due to the high specific energy and the abundance of
fuels: deuterium and tritium, which can be extracted from the sea water. Tritium is
"bred" when neutrons escaping the plasma interacts with lithium contained in the
tokamak blanket wall (more information can be found on (ITERb)), nuclear fusion can
be a reliable source of energy generation in the future. Tritium atoms are short-lived
radioactive waste with limited risk of proliferation. Due to the absence of harmful
greenhouse exhausts and no risk of nuclear meltdown like nuclear fission power
plants, nuclear fusion is a very promising candidate for future’s energy production.
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1.1. Nuclear Fusion
Nuclear fusion is a process in which two or more nuclei combine to form one or

more nuclei. Due to the difference in the binding energies, the mass of the product(s)
is lower than the mass of the reactants. This difference in mass is converted into
energy, from Einstein’s mass-energy relation (E = ∆mc2). In the core of the stars,
nuclear fusion reaction occurs at extreme conditions of temperature and pressure.
For instance, in small stars like the Sun, the proton-proton cycle (Frieman 1953) is
predominant in which two protons fuse to form a helium nuclei with a release of 26.7
MeV energy per fusion cycle in addition to two electrons and one electron neutrino.
The conditions in the sun are 15 million kelvin and 265 billion bar of pressure.

For the fusion process to occur, the nuclei of the reactant atoms should overcome
Coulomb repulsion and must be in a close proximity to each other. For this, the
reactant atoms should have high velocities and thus high temperature and pressure
are a necessity. Nuclear fusion of atomic nuclei at very high temperatures is called
thermonuclear fusion. Under these extreme conditions, electrons are stripped from
the atoms. The positively charged ions along with the free electrons form the fourth
state of matter called "plasma". Even though plasma is uncommon in the vicinity of
the earth, 99% of the universe comprises of plasma.

Fusion of heavier atoms requires very high energies to overcome Coulomb repulsion
due to the presence of higher number of protons. In stars, fusion of heavier atoms (up
to iron) can be observed. Moreover, heavier atoms have higher binding energy per
nucleon (from the Aston’s curve (Aston 1936)) and thus the energy yield per fusion
cycle is very low. Therefore, fusion of lighter atoms (such as hydrogen and its isotopes,
helium, etc) are more efficient in energy generation due to their lower binding energy
per nucleon as compared to heavier atoms.

• 2
1D + 3

1T → 4
2He (3.5MeV) + n0 (14.1MeV)

• 2
1D + 2

1D → 3
1T (1.01MeV) + p+ (3.02MeV) (50%)

→ 3
2He (0.82MeV) + n0 (2.45MeV) (50%)

• 3
2He + 3

2He → 4
2He + 2p+ +12.9MeV

• 2
1D + 3

2He → 4
2He (3.6MeV) + p+ (14.7MeV)

• p+ + 11
5 B → 3 4

2He +8.7MeV

A reaction’s "cross-section" denotes the probability that a nuclear fusion reaction
will happen. Nuclear fusion reactions of lighter atoms are listed above whereas their
dependence of the cross-sections on the energy is shown in the figure 1.1. From
the figure, it is obvious that the most promising approach is the fusion of deuterium
and tritium (D-T reaction) due to higher cross-sections even at lower temperatures
as compared to other reactions. The fusion of two deuterium atoms (D-D reaction)
require very high temperatures.
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Figure 1.1.: Reaction rates for different nuclear fusion reactions (UWM)

The commercial realization of the nuclear fusion energy production is hindered
by material, technological and engineering constraints. In the D-T reaction, approxi-
mately 80% of the energy (14.1MeV per fusion cycle) is carried by the neutrons. One
of the major challenges is to find a suitable material to withstand the assault of these
energetic neutrons and successfully convert their kinetic energy into thermal and thus
electrical energy. Another important challenge is the limited tritium supply in the
world. Technology to breed tritium is a major challenge. In addition, tritium being a
radioactive component increases the safety constraints of the nuclear fusion reactor.

1.2. Nuclear Fusion Power
For the nuclear fusion power, a power balance can be considered from (Lawson

1957) as,

Pnet = P f usi on −Ploss (1.1)

where P f usi on is the thermonuclear power and Ploss is the total power lost from the
thermonuclear plasma. Power can be lost through radiation and conduction.

1.2.1. Thermonuclear fusion power P f usi on

For D-T fusion reaction, the thermonuclear power per unit volume can be defined
as,

p f usi on = nD nT <σv > ξ (1.2)

where nD and nT are deuterium and tritium densities, < σv > is the rate of the
fusion reaction and ξ is the energy released per fusion reaction. The total ion density
n = nD +nT . The fusion power given in equation 1.3 is maximum for equal densities
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of deuterium and tritium, i.e, nD = nT = n/2 for a given value of n. Thus, the equation
1.2 becomes,

p f usi on = 1

4
n2 <σv > ·ξ (1.3)

1.2.2. α-particle heating
In the D-T fusion reaction, about 80% of the energy is carried by the energetic

neutrons. The remaining energy (ξα=3.5MeV) is carried by the α-particles. These α-
particles may lose their energy due to collisions with the plasma whereas the neutrons
escape without interactions. Thus, the thermonuclear power per unit volume due to
the α-particle heating may be defined from equation 1.3,

pα = 1

4
n2 <σv > ξα (1.4)

and the total α-heating power, integrated over the plasma volume V , is defined as,

Pα =
∫

pαdV = 1

4
n2 <σv >ξαV (1.5)

Here, the overline over the quantity n2 <σv > indicates the average value.

1.2.3. Energy loss and confinement time
In thermonuclear plasma, the total energy of the plasma W consisting of stripped

ions and the electrons is defined as,

W =
∫

3nT dV = 3nT V (1.6)

where n is the density and T is the temperature of the plasma. The rate at which the
plasma energy is lost Ploss can thus be defined as,

Ploss =
W

τe
= 3nT V

τe
(1.7)

where the term τe is the energy confinement time. It can be defined as the time
taken by the plasma to lose all its energy.

1.2.4. Power balance
For the D-T fusion plasma, when adequate confinement conditions are reached,

the plasma is sustained by the α-particle heating. Thus, the power balance from the
equation 1.1 reads,

Pα = Ploss

1

4
n2 <σv > ξαV = 3nT V

τe

(1.8)
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assuming constant values of density and temperature. For a self-sustaining plasma,
the condition is

nτe > 12T

<σv > ξα
(1.9)

For the temperature range 10-20keV, the reaction rate < σv > within 10% uncer-
tainty can be expressed as (Wesson 2004),

<σv >= 1.1×10-24T 2 [m3s-1 ],T in keV (1.10)

Thus, using ξα=3500keV (3.5MeV) and reaction rate from equation 1.10 in the
equation 1.9,

nTτe > 3×1021m-3 keV s (1.11)

assuming flat density and temperature profile. Assuming a parabolic profile, the
condition becomes (Wesson 2004),

nTτe > 5×1021m-3 keV s (1.12)

The equation 1.12 is called as the Lawson criterion (Lawson 1957). The product of
the following quantities: density n, temperature T and the confinement time τe are
called the fusion triple product. There are different ways to achieve nuclear fusion
by choosing different parameters to maximize the triple product. For instance, by
confining the fusion plasma for long duration, the Lawson criterion can be satisfied.
On the other hand, the criterion can be satisfied even with shorter duration plasmas
by increasing the density. In the next section 1.3, the different fusion approaches will
be discussed in detail.

1.3. Approaches to nuclear fusion
For a successful nuclear fusion reactor, the Lawson criterion (equation 1.12) should

be satisfied. Based on parameters chosen to achieve maximum triple product, there
are many approaches to nuclear fusion:

1. inertial confinement fusion (ICF)
2. inertial electrostatic fusion (IEF)
3. magnetized target fusion (MTF)
4. magnetic confinement fusion (MCF)

The typical triple product values of different approaches are given in the table 1.1.
The inertial electrostatic fusion (IEF) is not considered here as they are small-scale
experiments and are no way close to break-even conditions (Rider 1995). The main
difference between ICF, MTF and MCF is how they balance the fusion triple products
(Te , ne and τe ) in order to satisfy Lawson criterion (equation 1.12). In ICF, high density
plasmas are confined for very short time (in order of ns) whereas comparatively
lower density plasma is confined for a longer time (in order of s) in MCF. In MTF, the
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magnitude of the electron density is between ICF and MCF with a confinement time in
order of few µs. In all cases, 100millionK is required to overcome Coulomb repulsion.

Approach Te [106] ne [m-3] τe [s]

ICF 100 1031-1033 10-9

MTF 100 1029-1030 10-6

MCF 100 1018-1022 1

Table 1.1.: triple product values of ICF and MCF

1.3.1. Inertial confinement fusion (ICF)
In inertial confinement fusion (ICF) approach, the inertia of the fuel mass is used to

confine the plasma (Lindl 1995). A capsule (called hohlraum) containing the fusion
fuel (deuterium and tritium for instance) is compressed in an implosion process to
very high density and temperature using high-energy beams. Normally laser lights
are used as high-energy beams but beams of electrons and ions are also used. The
National Ignition facility (NIF) (LLNL) and Laser Mégajoule (CEA) are examples of ICF
experiments. In spite of significant progresses made in ICF, this approach is subjected
to various major challenges for thermonuclear ignition (Betti 2016).

Sometimes, the laser pulse is combined with the magnetic pinch, which is called as
magneto-inertial fusion or magnetized linear inertial fusion.

1.3.1.1. Z-pinch

Z-pinch (also called as zeta pinch) is an ICF device in which a magnetic field is
generated by sending a strong current through the plasma in the z-direction. Through
Lorentz force, the magnetic field compresses ("pinches") the plasma to fusion relevant
conditions. In the Z-pinch, most of the motion of the particles is along the magnetic
field line. Thus at the end of the machine, a lost of particles escape leading to a loss
of plasma mass and energy. In addition, Z-pinch has stability problems, mainly kink
instability. The circular pinch machine ZETA (Thonemann 1958) is one of the oldest
fusion device. In August 1957, ZETA produced about a million neutrons per pulse with
measurements suggesting the fuel reached between 1-5million K.

1.3.2. Inertial electrostatic fusion (IEF)
In inertial electrostatic fusion (IEF) approach, the plasma is confined using electric

fields. Deep electrostatic potential wells are created within plasma to accelerate ions
to sufficient energies for fusion reaction to take place and confine them (Rider 1995).
Fusor (Farnsworth 1968) is an example of IEF device that uses an electric field to heat
ions to nuclear conditions. By inducing a voltage between two metal cages which are
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kept inside a vacuum. Fusor is the simplest nuclear fusion machine to construct and
many amateurs have managed to fuse atoms with fusor.

1.3.3. Magnetized target fusion (MTF)
In magnetized target fusion, inertia of the nuclear fuel is used to compress the

plasma capsule and magnetic field is used to confine it. MTF consists of the hydro-
dynamic compression of magnetized deuterium-tritium (D-T) plasma to ignition
conditions (Kirkpatrick 1995). LINUS project (Robson 1980) and General Fusion’s MTF
device (General Fusion) are some examples of MTF devices.

1.3.4. Magnetic confinement fusion (MCF)
In magnetic confinement fusion (MCF), the plasma is confined through magnetic

fields produced by external coils. MCF is presently the most promising candidate
for nuclear fusion energy. There are different MCF devices based on the magnetic
configuration which confines the plasma.

1.3.4.1. Magnetic mirrors

The magnetic mirrors fusion device (also called pyrotron in US) is a MCF device
in which the hot plasma is confined by the back and forth reflection using magnetic
fields. It was developed by Richard Post and teams at LLNL (Post 1970) and is one of
the earliest fusion devices.

1.3.4.2. Reversed field pinch (RFP)

Reversed-field pinch (RFP) is a MCF device in which the plasma is confined by a
combination of a toroidal magnetic field and poloidal magnetic due to a toroidal
plasma current (Bodin 1980). In RFP, both the poloidal and toroidal magnetic fields
are of same magnitude. In addition, the toroidal field reverses on the outside of the
plasma with respect to its value on the axis as shown in the figure 1.2.

Figure 1.2.: radial distributions of magnetic field components Bθ and Bφ of RFP device
across the minor radius (Bodin 1980)

22



1.3.4.3. Field reversed configuration (FRC)

Field reversed configuration (FRC) is an elongated prolate compact toroid which
has no toroidal field (Tuszewski 1988). FRC is also called as field reversed θ-pinches as
they were discovered accidentally during θ-pinch research (Kolb 1959).

1.3.4.4. Spheromaks

Spheromaks are MCF device in which no materials such as vacuum vessels and
external magnetic field coils links the torus. The first wall has spherical topology
and spheromaks have equal toroidal and poloidal field strengths (Jarboe 1994). The
primary advantage of spheromaks is the engineering simplicity due to quasi-spherical
first wall and that coils are circular. However, small and low-energy spheromaks seems
to have limited performance. Spheromaks have also been used to inject plasma into a
bigger MCF devices (Brown 1990).

1.3.4.5. Spherical tokamaks

Spherical tokamaks are a variation of the tokamak design (discussed in section 1.4)
with a spherical torus. In the spherical tokamaks, the size of the hole in the center of a
traditional tokamaks is reduced as much as possible which results in an almost "cored
apple like" spherical shape. The difference between the traditional tokamaks and the
spherical tokamaks is shown in the figure 1.3. The spherical plasma in the spherical
tokamaks are shown for MAST in 1.4.

Figure 1.3.: illustration of the spherical tokamaks as compared to the traditional toka-
maks (CCFE)

Spherical tokamaks are cheaper to construct than traditional tokamaks due to their
relatively lower magnetic fields. Due to low aspect ratio, spherical tokamaks have
more plasma stability as low aspect ratios were found to suppress MHD instabilities.
Also, spherical tokamaks confine plasma more efficiently (Peng 1986). In spite of
higher plasma beta, overall plasma pressure in a spherical tokamak is lower than
conventional tokamaks. The disadvantage of spherical tokamaks is that they require
more non-inductive current drive and therefore more additional power due to the
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absence of central solenoid current drive. Spherical tokamaks relay on the so-called
bootstrap current for economical operation.

Figure 1.4.: Spherical plasma in MAST (CCFE)

1.3.4.6. Stellerators

The stellarator was developed by Lyman Spitzer (Spitzer 1958). It has a twisted
plasma path created by external magnets as illustrated in the figure 1.5. In tokamaks,
the particles on the inside edge of the tube would drift upwards (or downwards, based
on the charge) as the field is stronger due to the change in the Larmor radius. In the
outside edge, the particle would move down (or up, based on the charge). Thus, with
the stellarator design, the drifts would be compensated enough to confine the plasma
longer. Wendelstein 7-X (IPP-MPGb) is currently the world’s largest stellarator situated
in the North of Germany.

Figure 1.5.: illustration of the plasma confinement in the stellarator

The advantages of stellarators include steady state operation, stable operations
with fewer instabilities, no plasma current and the absence of plasma disruptions.
Moreover, the stellarator allows for higher electron plasma density (Xu 2016) and
their larger aspect ratio enables less stress on the inner wall materials. However, the
stellarator has a very complicated design and it is very expensive and very complicated
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to construct. Stellarators have problems with the impurity build-up and particle
transport losses. As a result, stellarators are far from ignition conditions and energy
production and the stellarator power plant would be very large and expensive. As
compared to the tokamaks, stellarators have much less operational experience. For
these reasons, tokamak is considered as the ideal candidate for the fusion energy
production.

1.3.4.7. Tokamaks

Tokamak, one of the MCF device is the most well studied approach to the nuclear
fusion energy. Tokamaks have toroidal confinement region that gives it an overall
shape similar to a donut, with a large hole in the middle. At present, the JET tokamak
in the United Kingdom (EUROfusiona) is currently the world’s largest tokamak in
operation (more information given in the section 1.3.4.7). The ITER tokamak (ITERc)
in the South of France will soon be the world’s largest tokamak and is now under con-
struction. In the section 1.4, the magnetic field configuration and physics principles
of the tokamak is discussed in detail.

1.4. Physics and engineering principles of tokamaks
The "tokamak" is the Russian abbreviation for "toroidal chamber with magnetic

coils". In the tokamaks, magnetic fields are produced with the help of the external
magnets. These magnetic fields are then used to confine the fusion plasma.

Figure 1.6.: illustration of the plasma confinement in the tokamak using magnetic
fields (EUROfusionc)
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As shown in the figure 1.6, the toroidal magnetic field is created in the tokamak using
a series of toroidal field magnets in different toroidal positions. Poloidal field magnets
are used to control the plasma shape and position. The central solenoid (primary
transformer circuit) is used for current drive to induce the current in the plasma. The
geometry of the tokamak is described using four parameters: major radius R, minor
radius a, toroidal angle φ and the poloidal angle θ. In the poloidal cross-section, the
poloidal magnetic field is peaked at the magnetic center. The direction of the toroidal
magnetic field is shown in the figure 1.6.

1.4.1. Magnetic configuration of the tokamak

Figure 1.7.: illustration of particle gyration along the magnetic field ~B
The fusion plasma comprises of the charged ions and free electrons in addition to

some neutral atoms. According to Lorentz law, a charged particle in the plasma gyrates
along the magnetic field ~B which is illustrated in the figure 1.7. Thus, the Lorentz force
experienced by the particle (ion/free electrons) can be given as,

m
∂~v

∂t
= q[~v ×~B ] (1.13)

where m, q and v are the mass, charge and velocity of the particle. Due to the cross
product ~v × ~B , only the velocity component perpendicular to the magnetic field is
sensitive to the field whereas the parallel component is insensitive. The particles
gyrate along the magnetic field line in a helical path with a radius called as Larmor
radius rL with the cyclotron frequency ωc which are represented as,

rL = mv⊥
q|B | (1.14)

ωc = q|B |
m

(1.15)

Thus, it can be deduced from the equations 1.14 and 1.15 that ions have larger
Larmor radius whereas the gyration frequency is lower than the free electrons.

The magnetic field lines should be closed on themselves so that the particles do not
escape at the end of the magnetic field line. This can be accomplished by bending the
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magnetic field to a circular form to form a torus such that the magnetic field lines are
closed and the plasma is confined. This is done precisely in the tokamak.

Since the magnetic field is curved, the particles experience an additional drift per-
pendicular to the magnetic field. The velocity corresponding to the drift is called as
curvature drift velocity, which can be expressed as (Wesson 2004),

vd =
v2
∥ + 1

2 v2
⊥

ωc

~B ×∇~B
B 2

(1.16)

The drift vd also contains the ∇~B drift. This curvature drift tends to draws parti-
cles outside the guiding center of the plasma. Thus, by twisting the magnetic field
lines, this curvature drift can be counteracted. This twisting strength is quantified
used a quantity called "safety factor" q which indicates the number of toroidal turns
the magnetic field line undergoes before completing a poloidal turn. Due to the in-
duced plasma current, poloidal magnetic field is generated in the plasma itself due
to Maxwell-Faraday’s law. This generated poloidal field compensates the drift. Thus,
a tokamak is a device in which electric current is induced in the plasma itself and
confined through external magnetic fields.

1.4.2. Present tokamak parameters
In this section, configuration and parameters of the present tokamaks are reviewed.

1.4.2.1. The JET tokamak

The Joint European Torus (JET) (EUROfusiona) is the currently the largest oper-
ational tokamak (first plasma in 1983) located at Culham Center for Fusion Energy
(CCFE) in Oxfordshire, United Kingdom. It is a joint European project maintained by
EUROfusion (EUROfusionc).

Figure 1.8.: interior view of the JET tokamak with ITER-like wall (EUROfusiona)

The interior view of the JET vessel is shown in the figure 1.8 and the tokamak
parameters are tabulated in the table 1.2. In the JET tokamak, both limiter and single
X point divertor discharges can be produced. Until 2011, JET tokamak had a carbon
limiter. In 2011, the first wall made of tungsten and beryllium was installed with
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tungsten divertor to reflect ITER’s setup. The JET tokamak is tritium capable and this
is a unique feature among the present tokamaks. JET has massive gas injection valves
for disruption mitigation. Since 2019, Shattered pellet injection (SPI) systems is also
used as disruption mitigation system (see section 2.5.3.3).

Parameter Value

Major radius R 2.96m

Minor radius
ahor i zont al 1.25m

aver t i cal 2.1m

Plasma current (max) Ip 4.8MA

Toroidal field BT 3.45T

Heating
PN B I 34MW

PIC RH 10MW

PLHC D 7MW

Plasma volume Vpl asma 100m3

Duration t up to 60s

Energy
Wther mal 10MJ

Wmag neti c 10MJ

Table 1.2.: parameters of the JET tokamak (EUROfusionb)

During the D-T fusion experiments in 1997, the JET tokamak produced a record
output power (16.1MW peak power and 4MW quasi-steady state fusion power for 4s)
with a peak fusion gain (Q = Pout /Pi n) of 0.62 (Keilhacker 1999).

1.4.2.2. The ITER tokamak

ITER (the way in Latin) is the world largest fusion project and is under construction
in the Cadarache site in the South of France. It is an international collaboration of
seven members : European Union, United States, India, China, South Korea, Japan
and Russia. Upon completion, it will be the world’s largest tokamak. The tokamak
parameters are tabulated in the table 1.3 and the tokamak view is shown in the figure
1.9. The ITER magnet system will be the largest superconducting magnet system
ever built with sophisticated component integration. The toroidal field magnets are
cooled by liquid helium (4K) and produces a magnetic field of 11.8T in the coil. The
ITER cryostat will be the largest stainless steel high-vacuum pressure chamber ever
built with a volume of 16000m3. Due to the low plasma contamination and low fuel
retention, beryllium is used as the first wall in the blanket. ITER will be the first fusion
device to have actively cooled blankets with water. ITER’s first plasma is scheduled for
2025 with D-T plasma from 2035.
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Parameter Value

Major radius R 6.2m

Minor radius
ahor i zont al 2m

aver t i cal 3.4m

Plasma current (max) Ip 15MA max

Toroidal field BT 5.3T

Heating
PN B I 33MW

PIC RH 20MW

PEC RH 24MW

Plasma volume Vpl asma 840m3

Duration t up to 1000s

Energy
Wther mal 353MJ

Wmag neti c 395MJ

Table 1.3.: parameters of the ITER tokamak (ITERc)

There are five main goals of the ITER tokamak which are as follows (ITERc):

1. Produce at least 500MW of fusion power for pulses of 40s from 50MW input
power with Q ≥ 10.

2. Deuterium-tritium fusion plasma in which the reaction is sustained through
internal heating

3. Test tritium breeding capacities
4. Demonstrate the safe characteristics of a nuclear fusion reactor
5. Demonstrate the integrated operation of technologies for a future fusion power

plant

Figure 1.9.: inside design of the ITER tokamak (EUROfusiona)
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1.4.3. Tokamak performance
Over the last few decades, progress has been made in the tokamak physics to reach

the ignition conditions. The ignition criterion of the D-T plasma has been given
by Lawson (equation 1.12) and states that triple products (Te , ne and τe ) should be
≥5.1×1021 keVm-3 s. In the figure 1.10, the triple product achieved by different toka-
maks in the past few decades are plotted against the achieved electron temperature
Te .

Figure 1.10.: fusion triple product and the plasma temperature achieved by the toka-
maks in the recent decades (Pitts 2006)

Tokamak T3 is one of the earliest tokamaks to demonstrate plasma temperature
of few 100 eV (Peacock 1969) and ever since, tokamak research has been developed
substantially. Current tokamaks like ASDEX-U, DIII-D, JT-60U, JET can reach much
hotter plasma temperatures, around 10keV which is favorable for fusion conditions.
Of the modern tokamaks, only JET reached a fusion gain of Q = Pout /Pi n =0.62 (EU-
ROfusiona) and other tokamaks were far from the required triple product.

Energy confinement time is one of the key ingredients in the triple product and it
scales with the major radius of the tokamak. Thus, by constructing bigger tokamaks,
higher energy confinement time will be achieved and the tokamaks will be close to
ignition conditions. For this reason, ITER tokamak was designed with a major radius
of 6.2m with which Q=10 will be achieved. Even though the basic design of the ITER
tokamak is already defined, the open challenges on the understanding some of the
underlying physics can substantially shape the progress of tokamak performance.
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2. Tokamak Disruptions and
Runaway Electrons

In a tokamak plasma, instabilities can grow up to a point at which there is a rapid
loss of thermal and magnetic energy stored in the plasma. This phenomenon of
sudden plasma termination in tokamaks is called a disruption. In fusion devices
such as stellarators, disruptions are nonexistent due to the fact that confinement
does not depend on the plasma current. During tokamak disruptions, large heat and
electromagnetic (EM) loads are deposited on the tokamak wall and structures in a very
short timescale, in order of few milliseconds. These loads can cause severe damage to
the plasma facing components (PFC) in proportion to the stored energy. Rapid loss
of energy is particularly problematic in large future tokamaks, including ITER. The
consequence of disruptions are discussed in the section 2.3. In addition, disruptions
can also produce a beam of relativistic runaway electrons (RE) with few MeV of en-
ergy, which can cause a substantial damage to the in-vessel components. Thus, it is
very important to mitigate the disruptions and weaken their consequences for the
reliable operation of large and reactor scale tokamaks. The physics of disruptions and
the runaway electrons is discussed in this chapter in section 2.4. Furthermore, this
chapter also discusses the mitigation of disruptions and runaway electrons. The main
subject of this PhD thesis will be discussed in the section 2.6 with some theoretical
background.

2.1. Phases of Tokamak Disruptions
In tokamaks, plasmas are subjected to varies kinds of instabilities. These instabilities

grow and thereby perturbate the magnetic configuration. This result is the loss of
confinement. Consequently, the energy stored in the plasma is lost and thus the
plasma current drops to zero thereby marking the end of the discharge.

As illustrated in the figure 2.1, there are three main phases for a major disruption :

2.1.0.1. Pre-disruptive phase :

During the pre-disruptive phase, the conditions necessary for the plasma disruption
develop from the onset of plasma instabilities. Various causes of the disruptions
are discussed in the upcoming sections of this chapter. The time during with the
instabilities grow is variable but is typically from 10ms to 100ms in medium sized
tokamaks.
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Figure 2.1.: Illustration of tokamak plasma disruption for the JET discharges #92459
(with RE, red solid) and #87126 (without RE, blue dashed). Plasma current
Ip is normalized with the flat-top plasma current.

2.1.0.2. Thermal quench phase (TQ) :

The thermal quench is the beginning phase of the plasma disruption. During the
thermal quench phase, the core plasma temperature drops from few keV to few eV with
a timescale in order of microseconds depending on the tokamak size. The thermal
energy loss during the thermal quench is predominately through impurity radiation
and direct power conduction to the wall.

The current profile flattens (as internal inductance li decreases) and therefore the
magnetic energy (li I 2

p /2) should decrease. But, magnetic energy dissipates more
slowly as compared to the thermal energy dissipation. Therefore, the plasma current
increases to balance the magnetic energy during the thermal quench phase (Wesson
2004). The duration of the thermal quench scales with the machine size (IPB 1999).
It is in order of tens of microseconds in small tokamaks, hundreds of microseconds
in medium-sized tokamaks. In the JET tokamak, thermal quench in order of few
milliseconds are observed. Even within a tokamak, the thermal quench depends on
the type of the disruption (section 2.2) and the growth rate of the instabilities in the
pre-disruptive phase.

2.1.0.3. Current quench phase (CQ) :

The plasma resistivity increases with the drop in the electron temperature. Thus, the
plasma current drops as the plasma can no longer conduct. The typical timescale for
the current quench phase in order of few milliseconds to few hundreds of milliseconds.

During the current quench phase, the magnetic energy associated to the plasma
current dissipates and the plasma shrinks in size. A part of the magnetic energy
is dissipated through radiation by ohmic heating of the plasma. In addition, the
magnetic energy is also converted into electromagnetic (EM) loads on the structures
of the tokamak. Faster the current quench, higher are the EM loads on the structures.
More information about the consequences of EM loads in discussed later in this
section.
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During the current quench phase, a toroidal electric field is induced which can
accelerate free electrons and thus create a beam of so called relativistic runaway
electrons (RE). In the following section, the physics of runaway electrons, their creation
and loss are seen in detail.

2.2. Causes and Operational Limits of Tokamak
Disruptions

Disruptions are caused due to the growing of plasma MHD instabilities. As explained
in the section 2.1, instabilities develop during the pre-disruptive phase which may be
few 100 milliseconds before the thermal quench. Detailed theoretical understanding
of the disruptions in the pre-disruptive phase is not well known. However, it is possi-
ble to construct the operational limits of the tokamaks based on operational-based
experiences.

2.2.1. Troyon beta limit
In a tokamak plasma, the plasma beta β is the ratio of the plasma pressure to the

magnetic pressure,

β= < ppl asma >
pmag

= ne kB Te

B 2/2µ0
(2.1)

where kB is the Boltzmann constant and Te in K. Plasma beta normally represents
the efficiency of plasma confinement and for a stable plasma, β <1 otherwise the
plasma would collapse. In a MCF device, β should be as high as possible with mini-
mum magnetic force needed for confinement.

Figure 2.2.: Volume averaged β versus Ip /aBφ for various tokamaks from (IPB 1999)
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However, the present tokamak have low β due to plasma instabilities, around 2%-
6%, as shown in the figure 2.2. The maximum achievable β is mainly limited due to
the formation of high-n pressure-driven instabilities such as ballooning instabilities.

In 1984, F. Troyon studied MHD-limits to the confinement of plasma in (Troyon
1984). He found empirically that the limit set by onset of ideal MHD instability is
reasonably well described by,

βmax[%]h
βN ,max Ip

aBφ
(2.2)

where Ip (in MA), a (in m) and Bφ (in T) are the plasma current, minor radius of the
tokamak and toroidal magnetic field. The term βN is the so-called "normalized beta".
The value of βN ,max has been determined numerically by Troyon as 2.8%. Empirical
evaluation from the data of various tokamaks is βN ,max =3.5%.

The volume averaged β is plotted against Ip /aBφ in the figure 2.2. The shaded
regions show the range of β accomplished in the corresponding experiments. The
upper bound on normalized beta achieved in many tokamaks with both circular and
shaped plasmas is 3≤ βN ≤4 and this result is commonly referred to as the ’Troyon’
limit.

2.2.2. Current limit (low-q limit) disruption
In a tokamak, the safety factor q(r ) is the ratio of toroidal to poloidal turns made by

the magnetic field. The edge safety factor qed g e is given by the expression,

qed g e =
aBφ

RBθ
(2.3)

where a and R are the major and minor radius of the tokamak. The terms Bφ and
Bθ are the toroidal and poloidal magnetic field strength. When the edge safety factor
qed g e drops below 1, the plasma becomes unstable due to external kink mode. This
qed g e ≥1 is the so-called Kruskal-Sharfanov (KS) limit (Kruskal 1958; Shafranov 1956).
However for practical reasons, qed g e must be larger than 2 (Wesson 2004). Applying
Biot-Savart law, the poloidal magnetic field strength and the plasma current can be
related as,

Bθ =
µ0Ip

4πa
(2.4)

Substituting the equation 2.4 in equation 2.3, edge safety factor can be expressed as,

qed g e =
4πa2Bφ

µ0RIp
(2.5)

Thus, the maximum value of the plasma current for a disruption-free tokamak
operation can be represented as,

Ip (max) = 2πa2Bφ

µ0R
with qed g e ≥ 2 (2.6)
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with Ip (max) given in MA. For a given tokamak, the maximum current for the
steady operation is limited by its aspect ratio (a/R) and the toroidal magnetic field
strength Bφ. In practice, reaching qed g e ∼2 with disruption free operation in present
tokamaks is difficult. For the JET tokamak, Ip (max)=4.3MA (qed g e =2.7) and for the
ITER tokamak, Ip (max)=14.9MA (qed g e =2.3).

2.2.3. Density or radiative limit disruption
A density limit disruption corresponds to the growth of instabilities in the plasma

edge. As a result, the current profile is contracted and the disruption is triggered. One
of the approaches to explain this density limit disruption is through impurity radiation.
At higher densities, the impurity radiation is predominant in the edge of the plasma
where the low Z impurities are not fully stripped. As a result, the resistivity increases
due to the plasma cooling. This produces a contraction of the current profile which
leads to increase of destabilizing currrent gradient inside the q=2 surface (Wesson
2004). As the current profile contracts, the value of q at the contracted edge of the
plasma approaches an unstable value and thus the plasma becomes unstable (Wesson
2004). Eventually, the plasma disrupts due to the growing instabilities.

In another explanation, the density limit disruption involves transport and atomic
processes (Greenwald 2002). Due to the increase in the transport at the edge of the
plasma and scrape-off layer (SOL) , "blobs" penetrate the separatrix and convect
the plasma energy from the edge and thereby cool the plasma edge. Systematic
degradation of the particle transport was observed at higher densities.

As the understanding of the physical mechanism behind the origin of the density
limit is incomplete, a scaling law for the maximum achievable density without dis-
ruptions called the "Greenwald density limit" (Greenwald 2002) can be expressed
as,

nG = Ip

πa2
(2.7)

where Ip is given in MA and nG in 1020 m-3. This limit is empirical based on ob-
servations of the tokamaks before 90s. Normally in tokamaks, exceeding this limit
typically leads to disruptions. Unlike the current limit disruption, the Greenwald limit
is not very strict and sometimes the limit can be crossed without deleterious effects.
Stellarators can however be operated at higher densities than the tokamak with a
different scaling.

The operational limits of the tokamak are sketched using Hugill’s diagram as shown
in the figure 2.3. The blue shaded region illustration the stable operational limit of the
tokamak. The current limit (equation 2.6) depends only on the tokamak parameters
of aspect ratio and the toroidal magnetic field. Since the aspect ratio of a tokamak is
usually fixed, only the toroidal field restricts the maximum achievable plasma current
for stable tokamak operations. As shown in the equation 2.7, the density limit scales
linearly with plasma current for a given tokamak as illustrated in the figure 2.3.
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Figure 2.3.: illustration of various tokamak operational limit using Hugill’s diagram

In low density plasmas, runaway electrons collide less with other electrons or ions
and thus it is significantly accelerated. When the electric field E is much higher than
the critical electric field Ec , runaway electrons are generated. As the critical field Ec

depends on the electron density ne , the possibility of generating runaway electrons is
higher in low density regimes (Son 2016) (more information provided in the section
2.4). The density limit slope between ne and Ip in the Hugill’s diagram 2.3 is only
a sketch and is often associated to the drift parameter vdr i f t /vther mal (Greenwald
2002).

2.3. Consequences of Tokamak Disruptions
During disruptions, a majority of the plasma energy is dissipated in a very short

timescale. The plasma energy lost during the disruption is proportional to the size of
the tokamak. As a result, they may cause unacceptable damages to the plasma facing
components, especially for large future tokamaks, including ITER. There are three
major consequence of the disruptions: thermal loads, electromagnetic (EM) loads
and the runaway electrons.

2.3.1. Thermal loads
During the thermal quench phase of the plasma disruption, a majority of the plasma

thermal energy is dumped to the tokamak wall in a very short timescale through
conduction, convection and radiation. The thermal load impact on the wall due
to conduction is normally localized. This localized energy dump may exceed the
thermal limits of the wall material and may cause irreversible damage to them. Thus,
disruption heat loads are a major threat to the reliable operation of the plasma facing
components. To assess the impact of the heat load on the wall materials, a damage
parameter φd amag e can be defined as,

φd amag e =
Ep
τ

in MJm-2 s-0.5 (2.8)
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where E is the energy deposited per unit surface of the wall (in MJm-2) and τ is the
thermal quench time. The

p
τ term in the denominator is due to heat diffusion. For

the JET tokamak with thermal energy ∼10MJ, E=0.892MJm-2 assuming divertor area
of ∼1.6m2 and seven times scrape-off layer (SOL) expansion during the disruption-
TQ (Hender 2007). Assuming thermal quench time τ=0.32ms (Hender 2007), the
damage parameter is φd amag e = ∼50in MJm-2s-0.5. For reference, the onset of melting
for carbon or tungsten divertor is around 40-60MJm-2 s-0.5. For the ITER tokamak,
φd amag e = ∼530MJm-2 s-0.5. The above estimates are the worst case of disruption in
which 100% of the initial thermal energy is dissipated to the divertor plates.

Figure 2.4.: photograph showing heavy melting of a section of the JET beryllium
belt limiter following high power limiter experiments in the JET tokamak
(Loarte 2005)

From the recent experiments in the JET tokamak (Arnoux 2009), it was observed
that 50%-90% of the thermal energy is not flowing to the divertor plates even in
the divertor configuration during the thermal quench. The majority of the thermal
energy is dissipated as heat loads on the first wall. In addition to the energy dumped
to the plasma facing components, some thermal energy is also dissipated through
radiation. However, the radiated power is deposited more uniformly on the wall than
the conducted power. Thus, the radiated power may be potentially less dangerous
than the power conducted during the thermal quench. In the ITER tokamak, beryllium
constitutes the tokamak first wall in which the onset of melting is around 15MJm-2s-0.5

(Hender 2007). Thus, any localized impact of the heat loads on the wall may cause
melting of the tokamak wall.

The JET beryllium belt limiters were designed to provide power flux density∼3MW/m2

(φd amag e =0.29MJm-2 s-0.5 with τ=9.4ms (Hender 2007)) with peak power flux of∼5MW/m2

(φd amag e =0.48MJm-2 s-0.5 with τ=9.4ms (Hender 2007)) (Deksnis 1997; Loarte 2005).
During disruptions, the actual power handling capacities may be insufficient. Beryl-
lium melting could be observed for even lower global energy deposition levels (Loarte
2005). This may be due to the local overheating of the tile edges with local power den-
sity >100MW/m2 (φd amag e ∼≥9.7MJm-2 s-0.5 with τ=9.4ms (Hender 2007)) (Loarte
2005) may result in edge melting of the beryllium tiles as shown in the figure 2.4.

37



2.3.2. Electromagnetic loads
During the current quench phase of disruption, a major part of the magnetic energy

is deposited as electromagnetic loads on the tokamak structures. There are three
major classifications of this electromagnetic loads: inducted eddy currents and halo
currents.

2.3.2.1. Eddy currents

During the current quench, the decay of the plasma current and the plasma motion
induces eddy currents in the tokamak structures including the first wall, vacuum
vessel, divertors, coils, etc. The rate of plasma current decay influences the induced
current.

Figure 2.5.: photograph showing the damage to the limiter of the Tore Supra due to
the eddy currents (Reux’s PhD 2010)

Since the plasma is inductively coupled with the structures, the current flowing in
the structure including plasma Is can be estimated using the balance equation:

M · d

d t
Is +Rs · Is = 0 (2.9)

where Is is the matrix of currents flowing through the structure including the plasma
and Rs is the matrix of resistance of the structures including the plasma. The matrix M

is matrix of coefficients of mutual inductance of the structures including the plasma
such that Ms,s=Ls . The above balance equation 2.9 is an approximation in which the
plasma motion is not considered. These induced currents may cause damage to the
tokamak structures as they create Laplace forces as shown in the figure 2.5 for the Tore
Supra tokamak.

2.3.2.2. Halo currents

For fusion performance, plasma shaping is one of the essential parameters. The
energy confinement time τe increases with the elongation and thus increases the
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fusion performance. However, the vertical instability is one of the main drawbacks of
elongated plasmas.

Figure 2.6.: illustration of the vertical plasma instability (Artola’s PhD 2018)
The vertical instability of the plasma is illustrated in the figure 2.6. Using the poloidal

field coils ~I1 and ~I2, poloidal magnetic fields ~B1 and ~B2 are produced. As a result, the
plasmas are elongated vertically using the forces ~F1p and ~F2p respectively as shown in
the figure 2.6. For a plasma with vertical stationary position, the forces ~F1p and ~F2p

balance each other.
The magnetic field is inversely proportional to the distance between the plasma and

the coil. Thus, by giving a small vertical displacement δZ , the plasma is near to the
coil ~I1 than the coil ~I2 and thus the force balance distorts as shown in the figure 2.6.
As a result, the plasma is pulled closer to the coil ~I1 as the magnetic field gets stronger.
This leads to exponential growth in the vertical position of the plasma. The loss of
vertical position of the plasma in the tokamaks is called a Vertical Displacement Event
(VDE).

Due to VDE, the loss of balance of the electromagnetic loads leads to a very fast
vertical motion of the plasma. During VDE, currents are induced in the tokamak
structures. This induced current in the structures oppose the VDE and thus stabilize
on the resistive timescale of the structures. However, additional vertical control
systems are normally used during the disruption experiments.

Nevertheless, the growth of this instability requires an initial vertical displacement
δZ as shown in the figure 2.6. During disruptions, there can be two origins:

1. During the thermal quench phase of disruption, there is a fast drop in the beta
βp and internal inductance li which leads to a sudden inward shift of the current
centroid. The field decay index (Yu 1994) ndecay at the center of the vessel cause
the plasma to be more vertically unstable. As there is a rapid increase in κ,
the plasma axis shifts to a region where ndecay is more negative than normal.
The growth rate of n=0 mode is about an order of magnitude faster than the
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penetration time for the horizontal magnetic field. Thus, the plasma continues
to move upwards as observed in the Alcator C-Mod (Granetz 1996).

2. The vacuum chamber asymmetries may be responsible for the imbalance in the
induced eddy current during current quench. As a result, plasma is attracted
more in one direction than another. The presence of divertor may further en-
hance this asymmetry as seen in the ASDEX-Upgrade (Nakamura 2002).

In the context of a disruption, there are two kinds of VDE depending on whether they
occur before or after the disruption. A VDE before disruption is called a "hot" VDE (i.e,
when the plasma still has its thermal energy content). Failure of the control systems
normally triggers the "hot" VDE, which in turn triggers disruption. A "cold" VDE occur
after the thermal quench phase of the disruption and may deposit considerably less
energy than a "hot" VDE.

Figure 2.7.: illustration of the halo current in the tokamak (Artola’s PhD 2018)

When the VDE is uncontrolled, the plasma moves vertically upwards to an extent
that the plasma is in contact with the wall. Thus, plasma current flows through
the wall and generates the so-called halo current as shown in the figure 2.7. Due
to the halo current, a large Laplace force is produced on the vacuum vessel and in-
vessel components. Thus, halo currents should be reduced and they may lead to the
deformation of the vacuum vessel.

Due to the shrinkage of plasma during VDE, the edge safety factor can drop signifi-
cantly and thus the plasma is subjected to additional MHD instability such as kink
instability. This causes a 3D plasma deformation, toroidal localization of halo currents
and the associated rotation of the toroidally asymmetric halo currents. The resonance
between the rotation of the halo currents and the associated electromagnetic forces to
the vessel with the mechanical Eigen modes of the machine are a particular area of
concern (Schioler 2011). The physics of the 3D VDEs and the rotation during the VDE
is not well established.

The system of Rogowski coils and shunts around the vacuum chamber can measure
the halo currents. As they continue to follow the field lines, they have a toroidal and
poloidal component. The halo current is characterized with the amount of current
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entering the wall per toroidal radian and can be expressed as (Artola’s PhD 2018),

Ihalo(φ) = 1

2

∫
|Jn |dl (2.10)

where Jn is the current density normal to the wall. The curvilinear integration in
equation 2.10 is performed over poloidal wall length. A halo fraction is defined to
characterize the amount of the halo current as (Artola’s PhD 2018),

HF =
∫

Ihal odφ

I i ni t i al
p

(2.11)

where I i ni t i al
p is the initial value of the total toroidal plasma current. The toroidal

peaking factor (TPF) is a characteristics of the amplitude of the toroidal asymmetry of
the VDEs and can be defined as (Artola’s PhD 2018),

TPF = max(Ihalo)∫
Ihalodφ/2π

(2.12)

Figure 2.8.: TPF versus HF for different devices (Eidietis 2015)
The product of the halo current fraction and the toroidal peaking factor HFmax×TPF

indicates the maximum local poloidal halo current density as a function of the initial
current I i ni t i al

p . This factor is critical for the calculation of the maximum expected
Laplace force in the in-vessel components. Thus, this factor is very important for
engineering considerations of ITER as they determine the operational limit. The
dependence of the toroidal peaking factor TPF with the halo current fraction HF is
shown in the figure 2.8 from (Eidietis 2015) for different machines. The maximum
HFmax×TPF product is∼0.75 as shown in the figure 2.8. It was experimentally observed
that the HFmax×TPF decrease with the edge safety factor (Eidietis 2015).
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2.4. Runaway Electrons
One of the main consequences of disruptions is the so-called Runaway Electron (RE)

beam. A RE beam is a relativistic beam of energetic electrons with up to tens of MeV.
The first postulation of RE was made by H.Dreicer in (Dreicer 1958). RE can cause
severe damage to the PFCs when it is not controlled. In large tokamaks including ITER,
the presence of high plasma current aggravate the RE formation, which concerns the
robust and safe tokamak operation.

Figure 2.9.: melting of a beryllium tile in the JET tokamak due to runaway electrons.
Source:(EUROfusionc)

An instance of RE beam damage is the figure 2.9 in which melting of a beryllium
tile in the JET tokamak is shown due to RE beam impact. In Tore Supra, the RE beam
impact on the carbon limiter is shown in the figure 2.10.

Figure 2.10.: impact of the RE beam on the carbon limiter in Tore Supra tokamak
(Reux’s PhD 2010)

Due to vertical instability of the RE beam, the RE energy will be likely to be deposited
on the upper or lower first-wall surface and divertor (Hender 2007). With a very small
deposition area (estimated as 0.8m-2 (Hender 2007)), the energy flow is estimated
between 15-65MJ.m-2 for a few milliseconds (Hender 2007). This is good enough to
damage the PFCs. For instance, in the Tore Supra, RE interaction with the carbon tiles
produced sparks as shown in the figure 2.10.
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Figure 2.11.: damage to the signal cables down D-bottom port of the Alcator C-Mod
tokamak due to RE beam (Granetz 2019)

The thermal loads during the thermal quench damages the surface of the PFCs. On
the other hand, the RE beam can melt (or sublimate if carbon) and penetrate the PFCs
and deposit the energy to the whole volume of the materials. In the Alcator C-Mod
tokamak, the RE beam damaged the signal cable below the bottom port as shown in
the figure 2.11. In the WEST tokamak, high flux of the RE beam quenched one of the
toroidal field coil as reported in (Torre 2019). Thus, it is very important to control and
mitigate the RE beam.

In ITER, the RE beam may carry up to 70% of the plasma current (Hender 2007). The-
oretical calculation predict that disruption of maximum plasma current (Ip ∼15MA)
are likely to generate up to 10MA of RE beam with relativistic energies of 10-20MeV
(Granetz 2014).

In this section, various physics processes that generate runaway electrons will be
discussed.

2.4.1. Dreicer primary mechanism
In a tokamak, the toroidal electric field Etor oi d al accelerates the electrons and ions in

the plasma. Due to their heavy mass, the acceleration of ions is very small as compared
to the acceleration of the electrons. The Coulomb interaction of the electrons with
other electrons and ions acts as a frictional drag force Fdr ag . When the force due to the
electric field dominates the frictional force, the electrons are net accelerated. When
the electrons are continuously accelerated, they no longer follow the Maxwellian
velocity distribution of the thermal electrons. They runaway in phase-space and thus
become runaway electrons.

The primary Dreicer mechanism is illustrated in the figure 2.12. The black solid
line is the Chandrasekhar function corresponding to the drag force Fdr ag . The red
horizontal line represents the corresponding accelerating field. The figure 2.12 is
divided into three regions:
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Figure 2.12.: illustration of the primary Dreicer mechanism using Chandrasekhar func-
tionΨ(v/vT ) (Ficker’s Master 2015)

Region I : In this region, the accelerating electric field dominates the frictional drag
force but the region is unstable.
Region II : In this region, the frictional drag force dominates over the accelerating
electric field. Thus, the thermal electrons experience net deceleration in this region.
The blue vertical line separating the regions I and II is a stable region at which the
accelerating force balances the frictional drag force.
Region III : The accelerating field dominates the frictional drag force. As a result,
the electrons are continuously accelerated and "runaway". The green vertical line
separating the regions II and III is an unstable point at which the accelerating force
balances the collisional drag force. The dashed raising tail of the function represents
the increase in the drag force due to Synchrotron radiation. For a given electric field E ,
the accelerating electric force can be expressed as,

Facc =−eE (2.13)

whereas, the frictional drag force Fdr ag can be expressed as,

Fdr ag =−me vνcol l (v) (2.14)

where me is the rest mass of an electron and v is the velocity of the electron. The
term νcol l (v) is the velocity dependent collisional frequency and can be expressed as,

νcol l (v) = e4ne ln(Λ)(2+Ze f f )

4πε2
0m2

e v3

⇒ νcol l (v) = 3e4ne ln(Λ)

4πε2
0m2

e v3
assuming Ze f f =1

(2.15)

where ne is the electron density in the plasma, ln(Λ) is the Coulomb logarithm and
Ze f f is the effective charge number of ions. Electron-electron collision is taken into
consideration and hence the factor (2+Ze f f ). When the accelerating force balances
the frictional drag force,
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Facc = Fdr ag

⇒−eE =−3e4ne ln(Λ)

4πε2
0me v2

(2.16)

Thus, the velocity at which Facc = Fdr ag is called as critical velocity vc and it can be
expressed as,

vc =
√√√√e3ne ln(Λ)(2+Ze f f )

4πε2
0me E

(2.17)

For the electrons with v À vc , the electric field acceleration dominates as shown in
the region III of the figure 2.12. The horizontal dashed magenta line in the figure 2.12
shows the maximum of the Chandrasekhar function. The field corresponding to the
maximum of the drag force is called Dreicer field, which can be expressed as,

ED = ne e3ln(Λ)

4πε2
0Te

(2.18)

Dreicer field is a very important quantity in the RE generation. It is taken as a
benchmark to calculate whether an applied electric field can create RE for a given
value of electron density. The most basic mechanism of RE generation is connected
with the magnitude of Dreicer field. The rate of primary RE growth can be expressed
as (Connor 1975),

dnpr i mar y
r

d t
∼ neνcol l (v)ε

(−3(1+Ze f f )

16

)
e

(
− 1

4ε−
√

(1+Ze f f )

ε

)
(2.19)

where ε = ∣∣E∥
∣∣/ED . When ε & 1 with vc & vT h , only the tail of the Maxwellian

distribution runs away leading to exponentially small runaway production (Connor
1975). In (Connor 1975), the Fokker-Plank equation is solved including relativistic
effects and ions with Z 6= 1. The critical electric field Ec for which electrons runaway
is modified by relativistic effects and can be expressed as,

Ec = ne e3ln(Λ)

4πε2
0me c2

=
( Te

me c2

)
ED (2.20)

A quasi-steady state RE distribution calculated using CODE (COllisional Distribution
of Electrons) (Landreman 2014) is shown in the figure 2.13. Due to the temperature
dependence of the Dreicer field in the equation 2.18, the primary RE growth rate
depends on Te , ne and the field ratio ε= E/ED . Figure 2.13 shows the dependence of
the primary RE growth rate with Te and the field ratio E/Ec for ne =5×1019 m-3 and
Ze f f =1.5 excluding the synchrotron radiation from the frictional drag force.
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Figure 2.13.: primary RE growth given in equation 2.19 as a function of tempera-
ture and electric field without considering the effects of synchrotron.
ne =5×1019 m-3 and Ze f f =1.5 were used. (Stahl 2015)

2.4.1.1. Effect of synchrotron radiation on E/Ec :

Synchrotron braking is important for the RE dynamics and is investigated in (An-
dersson 2001). The relative importance of the synchrotron effects is determined by
the collisional frequency νcol l (or collisional time 1/νcol l ) (Stahl 2015) and radiative
time scale τr (Andersson 2001). For a given magnetic field B , the effect of synchrotron
emission is given as,

1

νcol lτr
∼ T 3/2

e B 2

ne
(2.21)

The synchrotron effect increases the frictional drag force Fdr ag force as shown in
the figure 2.13 as dashed lines at higher v/vc . Thus, synchrotron emission limit the
maximum possible energy of RE beam and the primary RE growth rate is affected by
it.

Figure 2.14.: contour plots showing the dependence of the primary RE growth rate
with temperature (a) and density (b) in CODE. The Z-axis is the ratio of the
primary RE growth rate with and without synchrotron effects included.
The parameters used are B =4T, Ze f f =1.5, and (a) ne =1×1019 m-3, (b)
Te =2keV (Stahl 2015)

Using CODE, the temperature and density dependence of the primary RE growth
rate is shown in the figure 2.14. It is to be noted that the Z-axis in the figure is dt nR

r =
dt nwi ths yn

r /dt nwi thout s yn
r . From the figure 2.14, it can be seen that the synchrotron
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effect during post-disruption tokamak plasma is negligible due to low Te and high ne .
However, the synchrotron effects can be substantial when RE beam is formed during
the ramp-up and flattop phase of the plasma current (Stahl 2015).

2.4.2. Hot-tail primary mechanism
The primary hot-tail mechanism of RE generation is different from Dreicer mech-

anism and is connected mainly with plasma disruptions. Primary RE generation
due to hot-tail mechanism is caused by incomplete thermalization of the velocity
distribution during rapid plasma cooling.

Figure 2.15.: illustration of the hot-tail mechanism (Ficker’s Master 2015).

During the flattop phase, the electrons in the tokamak plasma are considered to
be in Maxwellian velocity distribution as shown as the black line in the figure 2.15.
During the thermal quench phase of disruption, the thermal plasma is rapidly cooled
which is represented as the blue line. From the equation 2.15, it can be observed that
νcol l ∝ v−3. As a result, the energetic particles in the tail of the initial Maxwellian
need longer time to cool down than the low energy part. If the thermal quench
rate is rapid as compared to the collisional frequency νcol l , the energetic part of the
Maxwellian is unthermalised as shown in the figure 2.15. The unthermalised electrons
are accelerated by the increasing toroidal electric field during the current quench.
Thus, the unthermalised part of the Maxwellian are accelerated and generated as
primary RE.

Since Dreicer field is inversely proportional to electron temperature ED ∝ T −1
e from

equation 2.18, hot tail mechanism is the dominant mechanism. The number of RE
generated due to hot-tail mechanism is estimated in (Smith 2008) by solving the
kinetic equation for electrons without including the electric field,

∂ f

∂t
=C ( f )+S (2.22)

where C ( f ) is the Fokker-Plank collision operator for electrons colliding with
Maxwellian electrons and with population of new electrons originating from the
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ionized impurity. The term S is an energy sink and particles source. In this estima-
tion, a simplified model is assumed in which the temperature decrease exponentially
during the thermal quench (Smith 2008),

T (t ) = T f i nal + (Ti ni t i al −T f i nal )e
(
−t/ti ni t i al

)
(2.23)

where Ti ni t i al and T f i nal are the temperature before and after the thermal quench.
The accumulated RE density due to hot-tail mechanism can be estimated from an
approximate temperature decay (equation 2.23) using velocity moments of the kinetic
equation (equation 2.22) as (Smith 2008),

nhot−t ai l
r =

∫ ∞

vc

f 4π(v2 − v2
c )d v

with f = ne

π3/2v3
T h

exp
[
−

( v3

v3
T h

+3τ
)2/3] (2.24)

Thus, RE density due to hot-tail mechanism can be expressed as (Smith 2008),

nhot−t ai l
r = 4nep

π

∫ ∞

uc

[
1− (u3

c −3τ)2/3

(u3 −3τ)2/3

]
e−u2

u2du (2.25)

where u3 = v3/v3
T h +3τ and u3

c = v3
c /v3

T h +3τ. τ(t) can be calculated by solving a
first order ODE, which gives approximate result, τ(t )h (t − texp )νcol l c3/ν3

Te
.

Different parameters are important for the efficiency of Dreicer and hot-tail mecha-
nisms. For the JET tokamak, disruptions simulations in (Smith 2008) show that Dre-
icer mechanism dominates the primary RE generation for slower thermal quenches
(tTQ &0.3ms) whereas for faster thermal quenches (tTQ .0.3ms), hot-tail mechanism
dominates. It was also observed that hot-tail mechanism has a much weaker depen-
dence on T f i nal than the Dreicer mechanism. An increased post thermal quench
density n f i nal reduces the efficiency of both Dreicer and hot-tail mechanisms, how-
ever, hot-tail generation dominated the Dreicer generation.

2.4.3. Other seeding mechanisms
In addition to Dreicer and hot-tail mechanisms, other mechanisms can contribute

to RE seed although in smaller quantities:

2.4.3.1. Tritium β-decay:

Tritium has a half-life period of ∼12years (4500±8days). Tritium decays into helium-
3 by β-decay process:

T →3
2 He+e- + ν̄e

where ν̄e is the electron antineutrino. Thus, the product rate of β-electrons can be
written as (Martin-Solis 2017),
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[dnβ
d t

]
T
=λT nT = ln2

nT

τT
(2.26)

where nT is the tritium density and ln2/τT is the tritium disintegration rate constant.
Only the β-electrons in the β-decay energy spectrum with an energy larger than RE
critical energy Ec (corresponding to velocity vc ) will contribute to runaway seed. Thus,
primary RE growth rate due to tritium β-decay can be estimated as (Martin-Solis
2017), [dnr

d t

]
T
= ln2

nT

τT
Fβ(Ec ) (2.27)

where Fβ(Ec ) is the fraction of β-spectrum that would become runaway and can be
represented as,

Fβ(Ec ) =
∫ Emax

Ec

fβ(E)dE (2.28)

with fβ(E) is the β-energy spectrum normalized to one. Emax for the β-electrons is
∼18.6keV which is comparable to Te in tokamaks like ITER. Thus, RE seeding from
tritium β-decay may significant for longer tokamak operations.

2.4.3.2. Compton scattering of γ-rays:

Other RE seeding mechanism could be the Compton scattering of the γ-rays. During
the DT fusion reaction, almost 80% of the energy is carried by the neutrons. As
neutrons cannot be confined by the magnetic field, they bombard the tokamak wall
and thus activate it. In addition, uncontrolled RE beams may also contribute to
the wall activation. As a result, γ-rays are emitted from the tokamak walls. The RE
seeding rate associated with the Compton scattering of γ-rays can be expressed as
(Martin-Solis 2017), [dnr

d t

]
compti on

h ne

∫
Γγ(Eγ)σ(Eγ)dEγ (2.29)

where Γγ(Eγ) is the γ-energy flux spectrum, σ(Eγ) is the Compton cross-section
of photons of energy Eγ. In ITER, the total γ-flux for an H-mode discharge at 15MA
and 500MW fusion power is evaluated to be 1018 m-2s-1 (Martin-Solis 2017). Assum-

ing n0
e =1020 m-3, the RE seeding rate due to Compton scattering

[
dnr
d t

]
compti on

h

1010 m-3s-1 (Iida 2005). This population is significantly less as compared to other RE
generation mechanisms.

2.4.4. Secondary avalanche mechanism
The seed of RE generated by the primary mechanism can be multiplied by the

secondary mechanism called "avalanche" mechanism. In big tokamaks like ITER, it is
one of the most important way of RE production. This mechanism was first discovered
by Sokolov (Sokolov 1979). In (Rosenbluth 1997), the secondary mechanism of RE
generation is explained in detail.
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Seed runaway electrons on collision with thermal electrons can produce supra-
thermal electrons (with v À vth) and another runaway electron (with v À vc ). Similar
to the primary generation mechanism, the seed runaway electron the produces supra-
thermal electrons and nascent runaway electrons are accelerated by the electric field.
As a result, there is an exponential growth of RE population. This cascading effect of
RE growth is called the "avalanche" mechanism. This mechanism is called a secondary
generation because it requires RE seed to amplify them.

In (Jayakumar 1993), massive RE formations were predicted due to secondary mech-
anism (amplification factor e50). This is because the avalanche phenomenon was
dealt with a non-relativistic framework without the effect of pitch angle scattering. In
addition, no threshold for the electric field was considered in (Jayakumar 1993).

In (Rosenbluth 1997), the growth rate due to the secondary mechanism is obtained
from the analytical solution of Fokker-Plank gyro kinetic relativistic equation averaged
over a particle bounce period as,

[dnr

d t

]
sec

= nr

τln(Λ)

√
πΓ

3(Ze f f +5)

( E

Ec
−1

)
×

(
1− Ec

E
+ 4π(Ze f f +1)2

3Γ(Ze f f +5)(E 2/E 2
c +4/Γ2 −1)

)−1/2
(2.30)

where Γ= [
1−1.46

p
a/R +1.72(a/R)

]−1 with a and R being the minor and major
radius of the tokamak with τ= me c/eEc . The equation 2.30 is the "worst case" scenario
in which no loss of RE is considered and the energy is not limited.

For E À Ec , the number of e-folding of the runaway current IRE due to avalanche
mechanism, N , is proportional to the initial plasma current I p, N ≈ 2.5× Ip (IPB
1999). In small and medium sized tokamaks, avalanche multiplication of the runaway
electrons may not be significant. However, in tokamaks like ITER with high plasma
current (up to 15MA), secondary avalanche mechanism if very important and they
are a point for concern.

2.5. Disruption Mitigation Systems
The damages made by disruptions are seen in the section 2.3. Thus, mitigation

of disruptions and their consequences are vital for reliable tokamak operations. A
disruption mitigation system (DMS) has to fulfill three main aims: mitigation of heat
loads during thermal quench, mitigation of electromagnetic loads like eddy and halo
currents and the mitigation of the runaway electron (RE) beam.

In addition to the efforts taken to avoid the disruption, one of the most successful
approaches to mitigate an unavoidable disruption is by massive material injection
(MMI) of high-Z species. The injected materials influences the evolution of the dis-
ruption since it increases the density and cools the plasma down by dilution and
radiation before the thermal quench occurs. It is important to note that MMI trig-
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gers disruptions. However, these "controlled" disruptions are less violent than the
unintended disruptions. There are two main techniques tested in tokamak to inject
the massive materials: massive gas injection (MGI) and shattered pellet injection
(SPI). Usually noble gases such as helium, neon and argon are used due to their low
chemical reactivity with the fusion fuel and the wall materials.

2.5.1. Massive gas injection (MGI)
In the initial stages of DMS, standard valves were used to deliver high Z gases. Faster

valves were then developed to deliver high-Z gases to the plasma, at approximately
the sound of speed. MGI is one of the most explored technique for the MMI so far. It is
implemented in many tokamaks around the world: Alcator C-mod (Whyte 2007), DIII-
D (Hollmann 2008), ASDEX-U (Pautasso 2009), Tore Supra (Reux 2010), JET (Kruezi
2009), JT60-U (Bakhtiari 2005b), MAST (Thornton 2011) and TEXTOR (Bozhenkov
2008).

2.5.2. Shattered pellet injection (SPI)
Historically, disruption mitigation experiments were performed using a frozen pellet

of high-Z gases. However, the idea was not feasible due to the low assimilation of the
materials in the plasma. To overcome this drawback, a new concept called Shattered
Pellet Injection (SPI) was developed (Baylor 2019).

In the SPI system, the cryogenic pellet is shot from a pipe gun. Just before the pellet
reaches the plasma, it is shattered into numerous small fragments using two metal
plate targets or a bent tube. Shattering the pellet increases the pellet surface area
and generates a gas/liquid spray to increase the ablation rate. As a result, shattering
the pellet increases the assimilation efficiency of the materials in the plasma. As
compared to MGI, SPI systems deposit the materials deeper into plasma. Thus, SPI
are theoretically more efficient in dissipating the RE beam.

DIII-D is the first tokamak to achieve fast plasma shutdowns using SPI system
(Commaux 2010). In JET tokamak, SPI system was commissioned (ITERa). The JET SPI
experiments will be discussed in detail later in this thesis. In addition to DIII-D and
JET, K-STAR (Park 2020) and J-TEXT (Li 2018) tokamaks have SPI system capabilities.
For the ITER tokamak, SPI is the disruption mitigation system (Baylor 2010).

2.5.3. DMS systems of the various tokamaks
2.5.3.1. ASDEX-Upgrade

The parameters of the ASDEX Upgrade tokamak is given in the table 2.1. The
position of the EM valves and the in-vessel valve is shown in the figure 2.16. In the
ASDEX Upgrade tokamak there are two types of fast valves to deliver MGI (Pautasso
2009):
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1. Two electromagnetic (EM) valves located 1.5m from the plasma in the outside of
the vessel. It is in operation since 2004.

2. One piezo-released valve installed in 2007 without iron parts in the torus 10cm
from the plasma. This is called in-vessel valve.

Figure 2.16.: illustration of poloidal position of the MGI valves in the ASDEX-Upgrade
tokamak (Pautasso 2008)

Both valves open within 1ms. The two EM valves have reservoir volume of 0.032l
(32cm3). For the in-vessel valve, the reservoir volume is 0.08l (80cm3). For the
in-vessel valve, the reservoir volume has been operated at 0.04l (40cm3) for some
experiments. For the mitigation of thermal loads and electromagnetic forces, one
EM valve is routinely used with a gas pressure of 10bar. With the in-vessel valve, up
to 3.3bar.l of helium, neon, argon and mixtures neon and argon with deuterium are
used.

Parameter Value

Major radius R 1.6m

Minor radius
ahor i zont al 0.5m

aver t i cal 0.8m

Plasma current (max) Ip 2MA

Toroidal field BT 3.9T

Heating
PN B I 20MW

PHF 6MW

Pmi cr ow ave 8MW

Plasma volume Vpl asma 13m3

Duration t up to 10s

Table 2.1.: parameters of the ASDEX-Upgrade tokamak (IPP-MPGa)
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A disruption mitigation experiment in ASDEX-Upgrade tokamak is shown in the
figure 2.17 where the discharge is disrupted using 0.73bar.l of helium. For the in-vessel
valve, the flight time of the helium gas can be considered negligibly small due to the
proximity of the valve to the plasma. It can be seen that after the introduction of the
helium gas, the density increase followed by the thermal and current quench. As a
result, the plasma is disrupted within a few ms.

Figure 2.17.: Cooling, thermal and current quench phases after the injection of
0.73bar.l of helium with in-vessel valve in the ASDEX-Upgrade toka-
mak (Pautasso 2009). Time traces of the following plasma parameters
are shown: plasma current (Ip ), internal inductance (li ), line integrated
density from the CO2 interferometer (

∫
ne dl ), thermal energy from equi-

librium reconstruction (Eth), central SXR channel from a vertical array,
edge electron temperature (Te ) from Electron Cyclotron Emission (ECE),
time derivative of the poloidal flux measured by a Mirnov coil (Pautasso
2009).

Through thermographic measurements of the divertor load plates, it was observed
that the plasma thermal is not conducted along the SOL to the divertor plates, as in
the case of natural disruptions. Through the foil bolometry, it was measured that
a total radiated power between 60% and more than 100% of the total (thermal plus
magnetic) plasma energy. Through AXUV diagnostics at different toroidal positions,
toroidal asymmetry in the radiated power was observed. However, the radiated energy
has lower degree (0%-30%) of toroidal asymmetry than the radiated power (Pautasso
2009).
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The mitigation of heat loads and EM forces was found to be effective even for
moderate injection of 2×1022 particles. Higher amount injections did not lead to
any significant reduction of the divertor heat loads and were usually aimed at the
suppression of REs.

In the ASDEX-Upgrade tokamak, neon was found to have advantage over other
noble gases in the mitigation of disruptions. The ratio between the effective electron
density and the critical electron density to suppress the RE beam, ne,e f f /nc ∼24% by
injecting 330Pa.m3 of Ne (Pautasso 2009). The divertor heat loads and the vertical
forces seems to decrease more than 50% with respect to unmitigated disruptions by a
tolerable amount of neon (18Pa.m3), which raised the line integrated electron density
of ∆ne ∼1020 m-3. The forces were found to be reduced further for density higher than
ne ∼5×1020 m-3.

ASDEX Upgrade RE mitigation experiments: For the RE mitigation experi-
ments, the toroidal field is kept at BT =2.5T and the plasma current is Ip =800kA.
Circular, ohmic, inner-wall limited and L-mode discharges are used. 2-2.5MW of
electron cyclotron resonant heating (ECRH) heating was applied for 100ms before
the first injection (Papp 2016). From the in-vessel valve, 0.05-0.2bar.l (corresponding
to 1.2-4.8×1021 particles, ∼14.5× the plasma inventory) of argon gas is injected from
the low field side (LFS). The trigger is pre-set 1s after the start of the discharge, at the
end of the ramp-up. The argon MGI produces the controlled disruption with thermal
quench time tT Q <1ms. 100-400kA of initial RE current IRE are generated.

Figure 2.18.: (a) Runaway current evolution following argon or neon killer MGI (at
1.07s) into an already formed RE beam. (b) Average RE decay time as a
function of injected gas quantity (Papp 2016).

As shown in the figure 2.18(a), a second MGI was injected with various amounts
of argon or neon from different geometrical positions, 70ms after the first injection
at t =1.07s. When 0.17bar.l of argon or 0.7bar.l are injected as the second injection
from the in-vessel valve, suppression of the REs was achieved as shown in the figure
2.18(a). The geometrical position of the valves are insignificant to the results as the
argon injection from low and high field sides (LFS and HFS) lead to similar results. RE
suppression was also possible using the EM valves, but almost twice the amount of
gas is required to do so as compared to the in-vessel valves.
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In the figure 2.18(b), average decay time of the RE beam is plotted against the total
injection amount. It can be seen that with only one argon injection and no killer
injection to mitigate the RE beam (black crosses), RE beam is sustained for several
100ms. By injecting the second killer argon injection from in-vessel valve in the
HFS/LFS, the RE beam duration was considerably reduced to few ms as shown as
the red/green crosses in the figure 2.18(b). When argon is injected in to the helium
plasma (circles), RE beam duration is reduced significantly for the similar quantity of
the argon. As compared to argon, neon require more gas injection amount to suppress
RE beam.

2.5.3.2. DIII-D

The parameters of the DIII-D tokamak is given in the table 2.2. The MGI sys-
tem in DIII-D (Hollmann 2008) is a ’medusa’ valve configuration (2007) in which
six valves fire simultaneously. This configuration deliver about 133Pa.m3 of argon gas
(∼3×1022 particles) in about 3ms. The drift tube is about 1.3m. The distance between
the tube end and the plasma edge is of order 20cm.

Parameter Value

Major radius R 1.66 m

Minor radius a 0.67m

Plasma current (max) Ip 2MA

Toroidal field BT 2.2T

Heating
PN B I 16MW

PIC RH 6MW

PEC RH 4MW

Plasma volume Vpl asma ∼15m3

Table 2.2.: parameters of the DIII-D tokamak (Luxon 2002)

DIII-D is the first tokamak to employ SPI systems to mitigate the disruption loads
and the RE beam (Commaux 2010). For the deuterium SPI, pellets are injected with a
speed range 500-600ms-1. The pellet mass range is 1.6-2.6×1023 atoms for deuterium
as measured with a microwave cavity at the barrel exit. In another set of experiments, a
small argon pellet (with diameter D =2.7mm, 7Torr-1 corresponding to 2.3×1020 argon
atoms) with v ≈ 5500ms-1 are used for the disruption and RE mitigation (Hollmann
2013). The toroidal and poloidal location of the MGI valve and SPI pellet are shown in
the figure 2.19.

The evolution of the RE beam following different MMI : 100% deuterium SPI, 100%
deuterium MGI, 92% neon + 8% deuterium SPI and 100% neon MGI are shown in
the figure 2.20. Following the neon SPI and MGI, the RE current dissipates as shown
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in the figure 2.20. The loop voltage and density increases rapidly. MGI and SPI are
comparable as the pellets were ablated at the edge.In the DIII-tokamak tokamak, RE
dissipation was achieved through argon and neon MGI and SPI (Shiraki 2018).

Figure 2.19.: Top (a) and side (b) view of MGI and SPI systems and other essential
diagnostics in the DIII-D tokamak (Hollmann 2020)

One curious case in the figure 2.20 is the injection of the deuterium MGI and SPI into
the plasma. Following the deuterium MMI, the plasma current increases whereas the
electron density drops to very low values. The loop voltage and the hard X-ray (HXR)
signals drops suggesting that RE generation and losses are lowered post deuterium
injections.This case was also observed in the JET tokamak and will be discussed in
chapter 5.

Figure 2.20.: evolution of RE beam following deuterium SPI and MGI, neon MGI and
92%neon+8%deuterium SPI (Shiraki 2018)
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2.5.3.3. JET

In the JET tokamak, massive gas injection (MGI) are injected using three Disruption
Mitigation Valve (DMVs). The toroidal locations of the DMV and their characteristics
are shown in the figure 2.21 and table 2.3 respectively. More information about the
valves can be found in the reference (Kruezi 2009) and (Kruezi 2014). Due to the short
tube length and largest valve opening, DMV3 is the fastest valve to inject gases. High
Z-gases such as helium, neon, argon, krypton and xenon are used. In addition, pure
deuterium and mixture of deuterium with other gases can also be injected though
DMVs.

Figure 2.21.: Top view of the various diagnostics and DMV ports in the JET tokamak
(Sridhar 2020)

DMV Volume Max. D2 amount Tube length

1 0.65l 1kPa.m3 4.06m (slow)

2 0.975l 5kPa.m3 2.36m (fast)

3 0.35l 1.7kPa.m3 1.9m (fastest)

Table 2.3.: Characteristics of DMVs in the JET tokamak from (Kruezi 2009) and (Kruezi
2014)

During 2018, the commissioning of Shattered Pellet Injection (SPI) commenced in
the JET tokamak replacing DMV1. SPI for JET is based on the design for DIII-D toka-
mak. In the JET SPI system, there are three barrels (A, B and C) which produce three
pellets of different sizes. The size information of the pellets are given in the table 2.4.
SPI system in JET can deliver frozen pellets of argon, neon and deuterium of different
quantities (table 2.5) in addition to pellets mixed with D2. Using a mechanical punch,
pellet speed is ∼100-250ms-1 (Baylor 2017). The pellets can be fired independently
with flight time ∼20-50ms (Baylor 2017). Using a microwave cavity diagnostics, the
pellet mass, velocity and the pellet integrity can be estimated. The end of the injection
tube is bent 20 degree to shatter the pellet. The tube geometry has good collimation
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and the shattered fragments are too small to damage PFCs but large enough for good
penetration.

Figure 2.22.: Time traces of plasma current Ip , hard x-rays (HXR) and neutron moni-
tions of the discharges #92459 and #92460 showing successful mitigation
of the RE beam using 3774Pa.m3 and 3748Pa.m3 krypton injections from
DMV2 respectively. The RE beam is triggered using 6-7Pa.m3 of argon
from DMV3 in both the discharges.

Barrel
Pellet Shell

D [mm] V [mm3] Thickness [mm] V [mm3]

SPI A 12.5 2209 0.5 489

SPI B 8.1 626 0.5 204

SPI C 4.57 97.5 0.3 33.5

Table 2.4.: Size and volume of different SPI pellet sizes in the JET tokamak

RE mitigation experiments in the JET tokamak using massive gas injection (MGI)
is extensively reported in (Reux 2017) and (Reux 2015). An example of RE mitigation
experiments in the JET tokamak are shown in the figure 2.22 for the JET-ILW discharges
#92459 and #92460. Using ∼6-7Pa.m3 argon from DMV3, disruption and thus the RE
beams are triggered. RE beam is usually monitored using the hard X-ray (HXR) and
neutron diagnostics. HXR and neutrons are produced due to the interaction of the
RE beam with the high-Z gases and the wall materials. In both discharges #92459
and #92460, the dynamics of the RE beam was altered using ∼3774Pa.m3 of krypton
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from DMV2 at different times. After the entry of the krypton killer injection, HXR and
neutron rises rapidly thereby suggesting interaction of the killer injection with the RE
beam. As a result, the RE beams are terminated which is given by the decay of plasma
current.

Barrel
Pellet Content Shell Content

[×1022 atoms] [×1022 atoms]

Ar Ne D2 D2

SPI A 5.4 9.49 13.3 2.94

SPI B 1.53 2.69 3.77 1.23

SPI C 0.238 0.419 0.587 0.202

Table 2.5.: Material contents different SPI pellet sizes in the JET tokamak as designed

Figure 2.23.: Time traces of plasma current Ip , hard x-rays (HXR) and neutron moni-
tions of the discharges #87937 and #87938 showing unsuccessful mitiga-
tion of the RE beam. The RE beam is triggered using ∼160Pa.m3 of argon
from DMV1 in both the discharges.

Unlike ASDEX-Upgrade (section 2.5.3.1) and DIII-D (section 2.5.3.2) tokamaks,
no apparent effect of the second killer injection on the RE beam was observed in
some circumstances in the JET-ILW experiments (Reux 2017). An example of such
unsuccessful RE mitigation is shown in the figure 2.23 for the JET-ILW discharges
#87937 and #87938. In spite of injecting high-Z gases like krypton and xenon, there is
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no effect of the killer injection on the RE beam as seen from the HXR and neutron data.
The final termination of the beam in those discharges are mainly due to the upward
movement (Zpos) of the RE beam.

Initially, geometry effect of the gas plumes were considered as one of the hypothesis
for this unsuccessful mitigation. It was observed in (Reux 2017) no effect of killer
injection from DMV2 and DMV3 on HXR and neutrons and no soft landing of the RE
beam. Thus, gas plume geometry was not responsible for the poor efficiency of the
killer injections.

With respect to ASDEX-Upgrade and DIII-D, RE beams of JET tokamak have higher
RE currents. On reducing the RE current by reducing the pre-disruptive plasma
current, RE population seems to have lower energies but no easier penetration of the
killer gas was observed (Reux 2017). Thus, efficiency of the killer injections were found
to be not related to the current and energy of the RE beam.

It was also observed in (Reux 2017) that after the thermal quench phase of disruption,
the impurities of the trigger injection (like argon) forms a cold dense background
plasma which co-exists with the RE beam. The presence of cold background plasma
was speculated to shield the penetration of the killer injection neutrals in to the RE
beam and thus reducing its mitigation efficiency.

In 2019, RE mitigation experiments were performed in the JET experiments using
SPI. In this PhD thesis, the experiments will be analyzed quantitatively.

2.5.3.4. ITER

For the ITER tokamak, SPI is is the technology that will be used for the ITER DMS.
The strategy for the DMS is as follows :

1. Mitigation of thermal loads and EM forces using a SPI injection. Avoidance of
RE beam generation.

2. If RE generation cannot be avoided, mitigation of the developed RE beam using
a second SPI.

Figure 2.24.: Schematics of the ITER SPI injector DMS (Lehnen 2019 ITPA)

The schematics of a SPI DMS system is shown in the figure 2.24. There are 3 flight
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tubes in three upper ports and 24 flight tubes in three equatorial ports as shown in the
figure 2.25 for the SPI. Each pellet is around 28.5mm in diameter and length 57mm.
Each flight tube has a diameter of 60mm with a shatter bend at the end.

Figure 2.25.: Upper and Equatorial ports of the Shattered Pellet Injection (SPI) systems
in ITER (Lehnen 2019 ITPA)

Quantity Species Purpose # of pellets

6×1024 D RE avoidance 3

∼1025 Ar RE energy dissipation 3

5×1021
Ne

EM loads
Mixed into D pelletsCQ heat loads

4×1022 TQ heat loads

Table 2.6.: SPI requirements for disruption mitigation in ITER based on present knowl-
edge (Lehnen 2019 ITPA). 100% assimilation of the pellets assumed.

Based on the present knowledge, required assimilated quantities is tabulated in the
table 2.6, assuming a 100% assimilation. For the RE avoidance, a minimum of three
pellets would be required. RE energy dissipation could be achieved with at least three
argon pellets. For the thermal and EM loads, neon pellets could be used by mixing
into deuterium pellets. It is to be noted the data in the table 2.6 are estimates based
on the present knowledge and the design may subject to change.

Mass m (g) Velocity v ms-1 flight time∆t f l i g ht (ms)

argon 60 ∼200 32

deuterium 7 ∼600 11

hydrogen 3.5 ∼800 8

Table 2.7.: flight times for different pellets (Lehnen 2019 ITPA)
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The flight time ∆t f l i g ht of the pellets differ based on the pellet materials used
are shown in the table 2.7. Since the precursors of disruption appear very close to
the thermal quench (see section 2.2), it is important to deliver the SPI as quickly as
possible to the plasma after the trigger. Mechanical punches have been used with
the SPI system in the JET tokamak (Baylor 2017) to deliver high-Z species such as Ar.
According to the current design, similar mechanical punches will be used in ITER
DMS.

For a successful DMS in ITER, there are many open questions to be answered. The
effect of multiple SPI injections will be tested in the DIII-D tokamak and the KSTAR
tokamak (Park 2020). In ASDEX Upgrade tokamak, SPI system is in preparation to
support DMS research for ITER tokamak (Lehnen 2019 ITPA). Since JET provides the
closest extrapolation for ITER DMS, the size and energy scaling of the SPI could be
studied using different pellet sizes. Thus, JET experiments is of particular interest as it
may substantially change the design of ITER DMS. In this PhD thesis, a preliminary
analysis on the first set of JET SPI experiments is addressed.

2.6. Scope of this thesis
Among the consequence of the disruptions, runaway electrons are very difficult

to deal with. For the future large and reactor-scale devices, including ITER, higher
plasma current are needed to increase the confinement and reach the performances
compatible with energy production. Since the amplification of the runaway seed
population grows exponentially with the plasma current, the RE beam may cause
severe damage to in-vessel components, posing a major threat to robust operation.
The control and mitigation of the runaway electron is still a field of development.

The present strategy for RE mitigation is to first mitigate the heat and EM loads
using a massive material injection (MMI) and possibly avoid RE generation. If the RE
generation cannot be avoided, a second MMI will be used to mitigate the RE beam. In
ITER DMS, shattered pellet injection (SPI) is chosen over massive gas injection (MGI)
as the MMI technology to mitigate disruption heat loads and runaway electrons.

In small tokamaks such as DIII-D, both MGI and SPI was found to be successful
in mitigating the runaway electrons unconditionally. Additionally, no significant
difference between SPI and MGI was observed as SPI tends to ablate in the edge of the
plasma. In ASDEX-Upgrade, MGI of high-Z impurities was successful in mitigating
the RE beam.

However, in JET, no apparent effect of the mitigation injection on the RE beam was
observed for some discharges. The presence of cold background plasma of high-Z
impurities may be reason for inefficiency of the mitigation injection for some dis-
charges. Since JET is currently the world’s biggest tokamak and provides the closest
extrapolation towards future tokamaks including ITER, conditional mitigation of the
RE beam is a wake-up call to understand the physics of RE mitigation, particularly in
large tokamaks. For a reliable RE mitigation system, it is important to understand the
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physics behind the interaction of killer injection with the RE beam in the presence of
cold background plasma.

The physics of interaction between the mitigation injection, RE beam and the
cold background plasma may depend significantly on the characteristics of the cold
background plasma. However, the characterisation of the background plasma is non-
trivial as Te measurement are out of range for conventional diagnostics during the RE
beam after disruptions. Thus, a method to estimate the temperature of the background
plasmas is developed during this PhD thesis. In the chapter 3, the methodology of
temperature and the background plasmas of JET discharges are analyzed. In addition,
the VUV spectra and the background plasmas of the MGI and SPI discharges are
studied both qualitatively and quantitatively.

Using the characterization of the background plasma, a 0D/1D power balance of
the systems of the post-disruption plasmas (RE beam and background plasma) is
proposed and are discussed in great detail in the chapter 4.

Chapter 5 deals with the modeling of the background plasma using a 1D diffusion
transport model. After performing a sensitivity analysis of the model, the background
plasmas are simulated using this model. The results are discussed extensively.

Chapter 5 is dedicated to summarize the results and give perspectives and hint to
what could be further developed using the analysis performed in this PhD thesis.
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3. Characterization of the Cold
Background Plasma

As discussed in the chapter 2, RE beams should be mitigated for the reliable and
safe operation of the tokamak, especially for the plasma facing components (PFCs).
The present RE mitigation strategy is to first mitigate heat and EM loads and possible
avoid RE beam generation using a massive material injection (MMI). The impurities
from MMI form a cold dense background plasma. The efficiency of the second MMI
to mitigate the RE beam may be affected by the characteristics of cold background
plasma.

Figure 3.1.: Fast visible camera images in the JET tokamak discharge #91068 : (a) entry
of argon MGI, (b) disruption, (c) argon background plasma

In the JET tokamak, mixed argon MGIs (usually 10%Ar+90%D2) are used to trigger
controlled disruptions in order to mitigate localized heat and EM loads. The entry
of such argon MGI in the JET tokamak is seen in the figure 3.1(a) using a wide-angle
fast visible camera (location of various diagnostics in the JET tokamak shown in the
figure 2.21). The disruption is triggered thereafter which can be seen in the figure
3.1(b). In this phase, a cold dense background plasma is formed containing high-Z
impurities from the ’trigger’ MMI. Such a background plasma is shown in the figure
3.1(c). In addition to visible cameras, background plasma is also evident through
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electron density measurements (see section 3.1 for more information).
It was observed in the JET tokamak (Reux 2017) (Reux 2015) that this dense back-

ground plasma seem to have a deteriorating effect of the killer MMI to mitigate the RE
beam. In order to understand the interaction of killer injection with the RE beam in
presence of the background plasma, the characterization of the background plasma
is very important. In the JET tokamak, the density of the background plasma is esti-
mated using interferometry system. For the electron temperature measurements of
the background plasma, a method based on the VUV spectroscopy is used.

3.1. Electron density of background plasmas
Electron density is an important characteristics of the background plasma. One of

the reliable way to measure electron density of the tokamak plasmas is using interfer-
ometry. Interferometry techniques are based on the interference of electromagnetic
waves. When an electromagnetic wave with frequency ω propagates in a collision-less
magnetized plasma with its electric field parallel to the magnetic field, the refractive
index µ of the electromagnetic waves depends on the free electron density ne of the
plasma and can be given as (Wesson 2004),

µ= [
1− (ωp /ω)2] with ωp =

√
ne e2

meε0
(3.1)

The termωp is called the plasma frequency (in rad/s) which is a function of electron
density ne .

Figure 3.2.: Line of sight for the four vertical chords of the interferometry system

At ωÀωp , there is a change in the phase of the beam of coherent radiation passing
through a plasma as compared to that of a reference beam due to the change in
refractive index. This change of phase ∆φ is proportional to the electron density ne

and can be represented as (Wesson 2004),

∆φ= λe2

4πε0me c2

∫
ne dl (3.2)
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where λ is the wavelength of the radiation. An interferometer usually measures the
phase difference between the probing beam and the reference beam. Using this phase
difference, the the line-integrated electron density is calculated.

Figure 3.3.: Signals by the interferometer chord 4 during (a) pre-disruptive flat-top
and (b) current quench, for the JET-ILW discharge #91068

In the JET tokamak, electron density of the background plasma is estimated using
far infrared (FIR) interferometry system. It uses a 120mW methanol laser optically
pumped by a 40W CO2 and operating at λ=118.8µm. This system has 4 vertical chords
whose positions are shown in the figure 3.2. The chord 1 is close to the inner wall and
so is not of interest in this PhD thesis. The chords 2 usually passes through the plasma
confined region. Depending on the plasma radial position and size, chord 3 may pass
through the confined region or scrape-off layer (SOL) region. The chord 4 views the
far SOL plasma. More information on the interferometry is given in (Boboc 2012).

The interference fringes are measured by interferometry as sinusoidal signals. The
figure 3.3(a) gives the sinusoidal signals measured by the interferometry chord 4
during the flat-top phase of the JET discharge #91068. Pulse trains are obtained from
zero-crossing detection of the sinusoidal signals. Using the pulse trains, the phase is
calculated by time delay counting using a 25MHz clock (Boboc 2012). From the phase
calculation, line-integrated densities are estimated.

However, during the disruption events, there may be a drop in laser intensity and the
signal from the interferometer is erratic and perturbed as shown in the figure 3.3(b).
This may be due to strong plasma density gradients or fast density changes during
disruptions and impurity injections. Strong plasma refraction of the electromagnetic
waves and too slow frequency modulation may be a reason for the drop in laser
intensity (Murari 2006). During disruption, ωp >ω because of high ne increase during
MMI, therefore plasma maybe opaque to electromagnetic waves (Wesson 2004). As a
consequence, the counting of the fringes can be affected (so called "fringe jumps").

The measured phase difference gives a relative evolution of the line-integrated
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electron density measurements. Absolute density measurement is iterative for which
appropriate phase reference is needed.

Figure 3.4.: Density of the background plasma measured using interferometry system
for the JET-ILW discharge #91068

As seen in the figure 3.4, fringes are lost during the thermal and current quench
phases of disruptions for the discharge #91068 in the interferometry chord 4 (viewing
far SOL,figure 3.2). This is due to erratic signals shown in the figure 3.3(b) where signals
are no longer sinusoidal with no zero-crossing. During this phase, the line-integrated
electron density measurement is invalid. After the fringes are recovered (from 20ms in
the figure 3.4), the interferometer measures only relative density evolution (dne /d t )
because the absolute reference is lost. Since the electron density goes to zero at the
end of discharge, the actual value of the line-integrated density value can be recovered
backwards as shown in the figure 3.4 for the chord 4.

Figure 3.5.: Dependence of (relative) core density on the argon MGI amount used to
trigger disruptions (Reux 2017)
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If fringes are lost for two different time intervals, only the relative evolution of the
density can be measured between the two times. By fixing the offset to zero (as negative
densities are not possible), the lower bound of the line-integrated electron density
measurements can be estimated. For the MMI triggered disruption experiments in
the JET tokamak, in most of the cases, chord 2 and 3 only gives a lower bound on
the line-integrated electron density measurements. In the chord 4, absolute density
measurements are possible for many discharges.

Figure 3.6.: Dependence of SOL density on the argon MGI amount used to trigger
disruptions (Reux 2017)

From the figure 3.5, the time averaged line integrated density rise of the background
plasma in the core < dne,cor e /d t > was found to increase with the amount of argon
MGI (Massive Gas Injection) used to trigger disruptions. In the far-SOL, the time aver-
aged line-integrated electron density < ne,SOL > was also found to increase with argon
MGI amount. Another important observation was that no effect of pre-disruption
flat-top plasma current Ip,i ni t on the density of the background plasma was observed.
In (Reux 2017), decrease in efficiency of the killer injection with increase in trigger
MMI content was speculated to be due to the rising electron density with the trigger
MMI content.

However, in tokamaks like DIII-D (Hollmann 2013) and ASDEX-Upgrade (Papp
2016), MGI killer injection was successful in mitigating the RE beam for the compara-
ble densities of the background plasma unlike on the JET tokamak. This may suggest
that more than the density of the background plasma, the temperature may also play
an important role in explaining the inefficient of the killer injection.

3.2. Electron temperature of background plasmas
In addition to the electron density, electron temperature of the background plasma

is also an important characteristic. During the normal tokamak operations in the JET
tokamak, there are two principal diagnostics for the electron temperature measure-
ment:
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Thomson Scattering (TS) system: The high resolution Thomson scattering (HRTS)
system in the JET tokamak measures electron density and temperature. In HRTS sys-
tem, a 20ns laser light beam with wavelength 1064nm interacts with the free electrons
in the plasma via Thomson scattering. The laser’s electric field oscillates the electrons
and the electrons emit a photon of same wavelength as that of the incident light. Due
to the thermal motion of the electrons, the laser spectrum is broadened due to Doppler
effect. The width of the Thomson scattered spectra due to Doppler broadening gives
the electron temperature Te . The total amount of the scattered light is proportional
to the number of electrons and thus the intensity of the spectrum gives the electron
density ne .

HRTS uses optical filters to chop the spectrum band of interest from the received
spectrum. The default HRTS filter is designed to estimate density and temperature
measurements for normal plasma operations with temperatures in the keV range, with
threshold of 100eV. In order to view lower temperatures suitable for post-disruption
background plasma, the optical filter should be changed. In the JET tokamak, change
of optical filer is time consuming. Thus, the cold background plasma is out of HRTS
measurement range.

Electron Cyclotron Emission (ECE): The electrons when gyrating around the
magnetic field lines emit electromagnetic radiation. This electromagnetic radiation is
the so-called cyclotron emission. This radiation occurs at discrete angular frequencies
(Wesson 2004),

ω= nωce (3.3)

where ωce = eB/me is the cyclotron frequency of electrons and n is the harmonic
number. The intensity of the emission In is related to the electron temperature Te as,

In(ω) = ω2Te (R)

8π3c2
(3.4)

where ω is the frequency of the emitted radiation and can be represented as,

ω(R) = neB0R0

me R
(3.5)

where B0 and R0 are the values of Bφ and R at the plasma center. In contrast to the
Thomson scattering system, the measurement of electron cyclotron emission (ECE) is
passive. One main issue with ECE diagnostic during disruption is that RE beam totally
dominates the intensity (Liu 2018).

Thus, estimation of Te of the background plasma using ECE require subtracting
the non-thermal radiation due to RE beam which is non-trivial. Neglecting the RE
beam contribution to ECE may produce high uncertainty in the Te measurement.
For this reason, ECE diagnostics was not considered for the electron temperature Te

estimation of the background plasma.
Both Thomson scattering system and ECE diagnostics are not suitable to measure

electron temperature of the background plasma. Thus, a method based on the VUV
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spectroscopy has been developed to estimate the temperature Te of the background
plasma. For this, a synthetic spectrum is constructed using atomic data. In the
following section, this method will be extensively discussed.

3.2.1. VUV spectroscopy in the JET tokamak
The Vacuum Ultra-Violet (VUV) spectrometer in the JET tokamak views the plasma

along the horizontal mid-plane as shown in the figure 3.7. The size of the slit viewing
the plasma is 165.5mm high and 8mm wide. It is a grazing incidence McPherson
model 251 SPRED spectrometer (Fonck 1982) with a Microchannel plate/phosphorous
detectors coupled to 2048 pixel diode arrays. It records the line brightness between
10-110nm with a spectral resolution of 0.4nm. The fastest acquisition mode of the
spectrometer has a time resolution of 11ms.

Figure 3.7.: Line of sight of VUV spectrometer (KT2) in the JET tokamak

Figure 3.8.: VUV spectrometer kept in a shielded bunker outside the JET torus hall
shared with with soft X-ray and visible spectrometers (Barnsley 2003).

The VUV spectrometer is kept in a shielded bunker outside the JET torus hall as
shown in the figure 3.8. There is no window at the torus and the entire beamline
vacuum system is included in the JET tritium circuit. In the mirror chamber shown
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in the figure 3.9, the available aperture is shared between the X-ray, visible and VUV
spectrometers. The VUV channel is reflected horizontally by a 15◦ grazing incidence
spherical gold mirror.

Figure 3.9.: Mirror chamber of the visible and VUV spectrometers dividing the aper-
ture between the instruments(Barnsley 2003). The visible channels are
reflected in the vertical plane and the VUV channel is reflected horizontally
using a spherical gold mirror with 15deg grazing incidence.

The correction due to detector’s solid angle is processed automatically and the
data are stored as line brightness (or intensity, in counts/s) for wavelengths between
10-110nm (through 2048 pixel diodes).

Figure 3.10.: typical VUV spectrum of the JET discharges during argon background
plasma

3.2.2. VUV spectrum processing
The raw VUV spectrum shown in the figure 3.10 is due to overlapping of different

argon lines. In order to estimate the electron temperature from the VUV spectrum,
line intensities should be clearly known. Therefore, the VUV spectrum is processed in
three stages as shown in the figure 3.11.
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Raw VUV spectrum

VUV spectrum

Line positions (p) and intensities 
(I) with uncertainties (δp and δI) 

Identified Ar line intensities (Iexp) 
with uncertainties (δIexp)

Background subtraction

Fit of Gaussian peaks

Spectral line identification

1

2

3

Figure 3.11.: Flowchart of the VUV spectrum processing

3.2.2.1. VUV background subtraction

As shown in the figures 3.10 and 3.12, there is a continuum in the argon VUV spectra
between 10-30nm. In order to remove it, a constant linear background is assumed for
a VUV spectrum as shown as the red region in the figure 3.12.

Figure 3.12.: Background subtraction of the VUV spectrum

3.2.2.2. Fit of multiple Gaussian peaks

After removing the background of the VUV spectrum, the overlapping of the line
intensities are resolved through multiple fitting of the peaks. For simplicity, a Gaussian

72



distribution is assumed as the instrumental function of the VUV spectroscopy of the
form,

I (λ) = Ipeak ·exp
(
− (λ−λpeak )2

2w 2

)
(3.6)

where Ipeaks and λpeaks are the intensity and central wavelength of the peaks. The
term w is the Gaussian width of the instrumental function. For the determination of
the instrumental width w , the experimental VUV fit is performed for different widths
w for discharges #92459 and #92454. As shown in the figure 3.13, the VUV fit is better
(higher R2, coefficient of determination) for w=0.25nm. Therefore, the Gaussian
instrumental width is set as w=0.25nm for the VUV spectra.

Figure 3.13.: Coefficient of determination (R2) of the fit of multiple Gaussian peaks
for different instrumental widths w of the Gaussian peaks for the JET
discharges #92459 and #92454.

Let n be the number of peaks in the spectrum with central wavelengths λpeak, j and
central intensities Ipeak, j . The total intensity for a given wavelength λi due to the
Gaussian peaks can be expressed as,

y f i t (λi ;λpeak, j=1:n , Ipeak, j=1:n) =
n∑

j=1
Ipeak, j ·exp

(−(λi −λpeak, j

2w 2

)
(3.7)

For a given peak, the unknowns are the peak central wavelength λpeak and intensity
Ipeak as the Gaussian instrumental width w is fixed. Thus for n number of peaks,
there are 2n number of unknowns. For the estimation of unknowns, an error function
χ2 is constructed of the form,

χ2(λpeak, j=1:n , Ipeak, j=1:n) =∑
i

( yexp (λi )− y f i t (λi ;λpeak, j=1:n , Ipeak, j=1:n)

yexp (λi )

)2
(3.8)

where yexp (λi ) is the line intensity from VUV spectrum for the wavelength λi . By
minimizing the error functions χ2, the central wavelengths λpeak, j=1:n and intensities
Ipeak, j=1:n of the peaks are estimated. Nelder-Mead algorithm (Nelder 1965) is used
for the minimization of the error function.
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Nelder-Mead method is also called as downhill simplex and amoeba method. The
algorithm needs only function evaluations and not derivatives. This, it is usually
applied to non-linear optimizations for which derivatives are unknown. For the
multi-dimensional minimization of N -unknowns, initial guess of the N -independent
variables are given to the algorithm. The algorithm now takes steps called "reflections"
moving the point of the simplex where the function is largest (called as "highest
points") through the opposite faces of the simplex to a lowest point. As a result,
the algorithm computes the optimized solution. More information can be found in
(Nelder 1965) and (Press 1992). Nelder-Mead algorithm is a heuristic search method
and it may converge to a non-stationary local minima instead of absolute minima and
is very sensitive to the initial guess.

The central wavelength λpeak at which the peaks are expected and the correspond-
ing intensities Ipeak are selected as the initial guess of the parameters for the opti-
mization. In the optimization, the central wavelength λpeak are allowed to change
±0.05nm from the initial guess of the peak central wavelength. The intensities are
bound between 0 and the experimental line intensities Ipeaks(exp) from the VUV
spectrum for the given wavelength (λi ). The rate of convergence is highly sensitive
to the number of unknown, viz, number of peaks in the fit. Thus, the VUV spectrum
is split into small isolated regions and the optimizations are performed for each re-
gions separately for faster convergence. The central wavelength λpeak and intensities
Ipeak are selected manually. For consistency, same VUV lines are selected for given
discharge.

Figure 3.14.: An example of multiple Gaussian fitting of the VUV spectrum for the
discharge #92459, 160ms from trigger MGI.

An example of the multiple Gaussian fitting of the VUV spectrum is shown in figure
3.14 for the discharge #92459. Based on the difference between the experimental
spectrum (yexp ) and the fit spectrum based on the multiple Gaussian peak fitting
(y f i t from equation 3.7), the uncertainties in the intensities (δIpeak, j=1:n) are esti-
mated. The uncertainties in the wavelengths (δλpeak, j=1:n) are determined as the
difference between the fit and manual selection of the peak wavelengths. Using the
line wavelengths and their uncertainties, the spectral lines are identified.
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3.2.2.3. Spectral line identification

A given VUV line is characterized by the central wavelength λpeak and intensity
Ipeak . Due to the Gaussian fitting, there is an uncertainty in the central wavelength
δλpeak and intensity δIpeak . In addition to the uncertainty in the central wave-
length due to Gaussian distribution δλpeak , the spectral resolution of the VUV spec-
trometer ∆λ=0.4nm also contributes to the uncertainty in the central wavelength
δλpeak . Thus, for a given VUV line, the total uncertainty in the central wavelength is
δλtot al

peak =δλpeak +∆λ.
As a first stage of spectral line identification, the possible argon lines are selected

with λpeak −δλtot al
peak ≤ λ≤ λpeak +δλtot al

peak . The argon lines are taken from the NIST
database (Kramida 2018).

From the set of possible argon lines, the most probable argon line is identified by
constructing a normalized score (0-3) based on :

1. relative intensity (scored 0-1 ; 0=least bright line & 1=brightest line)
2. transition probability (scored 0-1 ; 0=least probable & 1=most probable)
3. energy of the lower transition level (scored 0-1 ; 1=lower energy level is the

ground state of the ion)

Figure 3.15.: Selection of VUV line by selecting the most probable line from NIST
database (Kramida 2018) using normalized score method for the most
intense peak of #92459

The normalized score is constructed for all the possible argon lines and the line
with maximum score is identified as the spectral line. The information used in the
construction of the normalized scores are taken from the NIST database.

One such example of VUV line selection is shown in the figure 3.15 for the most
intense line (λpeak =47.723nm of the discharge #92459). The probable argon lines
within the wavelength ranges and their normalized scores are selected using the
NIST database as shown as black circles in the figure 3.15. It can be seen that for the
ArIII line (in spectroscopic notation ArIII line corresponds to Ar2+) with wavelength
λ=47.643nm, the score is the highest. Thus, this ArIII is selected as the argon line for
the VUV line of λpeak =47.723nm.
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Figure 3.16.: Processed VUV spectrum of #92459 at 160ms from the trigger injection

An example of a processed VUV spectrum is shown in the figure 3.16 for the dis-
charge #92459. After subtracting the VUV background from the VUV spectrum, the
spectrum is fit with multiple Gaussian and the lines are identified using the NIST
database. The red region in the figure 3.16 is the error in the intensities due to the
fitting of multiple Gaussian peaks.

In the estimation of the electron temperature of the background plasma using the
VUV spectroscopy, the ratios of the experimental line intensities (denoted by Iexp )
are taken into account rather than the absolute line intensities. This is because by
taking the line ratios, the possible error in the calibration factor of the spectrum can
be avoided.

It was observed in the figure 3.1 that for some discharges, only relative evolution of
the electron density can be estimated rather than the absolute value. The intensity
amplitude of the VUV lines depend directly on the electron density. By talking the
ratio of line intensities, the uncertainties of the line intensities due to uncertainty in
the electron density can also be omitted.

Propagation of the error in line intensities Let us consider two lines with intensi-
ties Iexp,1 and Iexp,2. The error in the line intensities due to the fitting of Gaussian peaks
are δIexp,1 and δIexp,1. The error in the ratio of the two lines Iexp,12 = Iexp,1/Iexp,2 can
be propagated as,

δIexp,12

Iexp,12
=

√(δIexp,1

Iexp,1

)2
+

(δIexp,2

Iexp,2

)2
(3.9)

The error in the experimental line intensities δIexp due to the fitting of the multiple
Gaussian peaks are propagated to the error in the experimental line ratios δIexp as
given in the equation 3.9. For a number n of VUV lines, there are n · (n −1)/2 number
of experimental ratios (Iexp ). The uncertainty in the ratios δIexp are propagated to
the temperature profile estimation.
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3.2.3. Synthetic line ratios
For the electron temperature estimation of the background plasma, synthetic line

ratios depend on the temperature profile. By fitting the synthetic line ratios to the ex-
perimental line ratios, the temperature profile of the background plasma is estimated.

3.2.3.1. Temperature profile

In the DIII-D tokamak, a peaked temperature profile was estimated in (Hollmann
2013), around 1.5-2eV in plasma core and ∼1eV outside the confined region. In the
JET tokamak, a similar peaked profile of the background plasma is considered of the
form,

Te (ρ) = (T 0
e −T LC F S

e ) · (1−ρα)β+T LC F S
e (3.10)

where ρ is the normalized radius and α and β are shaping parameters. T 0
e is the

electron temperature of the background plasma at the center of the plasma at ρ=0. In
the open field line region with ρ ≥1, the temperature is assumed to be a constant with
value T LC F S

e . An example of a temperature profile is shown in the figure 3.17.

Figure 3.17.: Temperature profile of the background plasma with parameters T 0
e =40,

T LC F S
e =5, α=4 and β=4

Figure 3.18.: Dependence of the Te -profile on the shaping parameter α. Other param-
eters are set at T 0

e =40, T LC F S
e =5 and β=4
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As given in the equation 3.10, the parameters α and β define the shape of the Te -
profile. From the figure 3.18, it was observed that for increasing α, the Te -profile is
peaked due to the Te (ρ) ∝ (1−ρ)α dependence from the equation 3.10.

Figure 3.19.: Dependence of the Te -profile on the shaping parameter β. Other param-
eters are set at T 0

e =40, T LC F S
e =5 and α=4

Another parameter which determines the peakness of the Te -profile is β as ex-
pressed in the equation 3.10. Lower the β, more peaked is the Te -profile as shown in
the figure 3.19.

For the temperature estimation, the bounds for T 0
e are fixed between 5-100eV and

1-20eV for T LC F S
e . The shaping parameter α is bound between 0.5-6 whereas β is

bound between 1.5-10.

3.2.3.2. Discretization of background plasma regions

The spectrum measured by the VUV spectrometer is integrated throughout the line
of sight. This implies that the spectrum measured by the VUV spectrometer is the
integrated measurement of the spectra emitted by regions of different temperatures.
Thus, the background plasma is divided into N isothermal regions concentric to the
plasma centroid. One such example is shown in the figure 3.20 where the discharge
$92459 is split into 5 regions where the Te and ne are constant throughout the region.
The line intensity Ii measured by the spectrometer for the wavelength λi integrated
throughout the line of sight can then be expressed as,

Ii =
N∑
j=1

I j (3.11)

where I j is the line intensity of the wavelength λi from discrete region j with tem-

perature T j
e . The area A j of the region j seen by the VUV spectrometer extending

from y1 to y2 can be expressed as,
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A j (a j−1,b j−1, a j , a j , y1, y2) =Ael l i pse (a j ,b j , y1, y2)−Ael l i pse (a j−1,b j−1, y1, y2)
(3.12)

Figure 3.20.: Illustration of discretization of background plasma regions for discharge
#92459, 160ms from the trigger injection.

where (a j−1,b j−1) and (a j ,b j ) describes the ellipses enclosing the area A j . y1 and
y2 are the spectrometer line of sight as shown as red horizontal lines in the figure 3.20.
The term A (a,b, y1, y2) is the area subtended by the ellipse and the VUV spectrometer
LoS, viz, area of the ellipse with (a,b) seen by the VUV spectrometer line of sight and
can be expressed as,

A (a,b, y1, y2) =a

b

[
y2

√
b2 − y2

2 + y1

√
b2 − y2

1

+b2arcsin
( y2

b

)
−b2arcsin

( y1

b

)] (3.13)

For the temperature estimation, the background plasma in the confined region is
split into N =40 regions. The background plasma in the open field-line region (or
the scrape-off layer SOL) outside the confined region is assumed to have a uniform
temperature T LC F S

e and the corresponding area of the region is given by,

ASOL = Atot al −
N∑
j=1

A j (3.14)

where Atot al is the total area seen by the VUV spectrometer. It is calculated as,

Atot al =
∫ y2

y1

lchor d (y) ·d y (3.15)

where lchor d (y) is the length of the plasma vessel seen by the VUV spectrometer at
Z = y . This is estimated by the intersection of a line z = y at wall coordinates given as
thick black line in the figure 3.20 defining the first wall.
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3.2.3.3. Photon Emissivity Coefficient (PEC)

In the initial part of this PhD thesis, an unsuccessful effort has been made to com-
pute the synthetic spectrum based on the collisional radiative modeling (CRM). In
the temperature estimation, instead of building the entire spectrum manually, the
Photon-Emissivity Coefficient (PEC) from the ADAS database (Summers 2004) is used
in the construction of synthetic line ratios. PEC is a function of electron temperature
Te and density ne . Using the PEC data, the emission in a spectrum line from i → j
(i and j are the ground state and the excited state of the emission) corresponding to
wavelength λ ελ is given by (Summers 2004),

ελ = ne nzPECλ(Te ,ne ) (3.16)

where ne and nz are the electron density and the density of ion with ionization
state z given in m-3. The PEC data is in photonsm3 s-1 with line emission ελ given in
photonsm-3 s-1. PEC is a function of electron temperature Te and density ne .

Figure 3.21.: Electron temperature dependence of the PEC data for different electron
densities for the Ar2+ line with λ=47.64nm

As shown in the figure 3.21, PEC is weakly correlated with the density and is a strong
function of the temperature for most of the spectral lines used in the analysis. In
the PEC data generation from the ADAS database, it is assumed that the argon lines
excited only by the thermal bulk electron. Excitation due to the runaway electron
beam is not considered.

3.2.3.4. Fractional abundance of argon

Ion densities nz are one of the most important parameter in the synthetic line ratios
and it depends on the electron temperature Te and density ne . For a given argon
ionization state z, the ion density nz can be expressed as,

nz(Te ,ne ) = ntot al · fz(Te ,ne ) (3.17)
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where ntot al is the total argon density in the plasma per unit volume, assuming the
argon impurities are spread homogeneously in the plasma. The term fz(Te ,ne ) is the
argon fractional abundance which defines the distribution of various argon states for
a given Te and ne . The temperature dependence of the argon fractional abundance is
shown in the figure 3.22. The fractional abundance data used in the estimation are
taken from the NIST database (LLNL) which is based on time-independent collisional
radiative modeling.

Figure 3.22.: Fractional abundance of argon at ne =1019 m-3 from the NIST database
(Kramida 2018)

3.2.3.5. Synthetic line ratios construction

Using the PEC data (section 3.2.3.3), the synthetic line ratio I 1,2
s yn of two spectral

lines of wavelengths λ1 and λ2 for a Te -profile (T 0
e , T LC F S

e ,α andβ) can be constructed
as,

I 1,2
s yn(T 0

e ,T LC F S
e ,α,β) =

∑N
j=1 nz,1 ·PECλ1 (Te, j ,ne ) · A j∑N
j=1 nz,2 ·PECλ2 (Te, j ,ne ) · A j

(3.18)

where nz,i is the ion density corresponding to the ionization of the line λi estimated
from the argon fractional abundance (discussed in section 3.2.3.4). A j is the estimated
area of the plasma region seen by the VUV spectrometer with temperature Te, j from
the equation 3.12. A pure argon plasma is assumed with flat density profile in the
construction of the synthetic line ratios. In this estimation, the argon neutral density
is considered to be negligible (Reux 2015; Reux 2017).

As discussed in the section 3.2.2.3, the VUV lines are identified using NIST database
whereas PEC data are from ADAS database. The PEC data are assigned for NIST lines
by matching the wavelength and configuration of transition states of the lines. Most
of the intense VUV lines have corresponding PEC data. Only the VUV spectral lines
with available PEC data are considered in the temperature estimation.
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3.2.4. Te-profile estimation
The temperature profile of the background plasma in the confined region is es-

timated by fitting the synthetic line ratios Is yn with the experimental line ratios
Iexp . For the fitting, an error function χ2 is construction based on the weighted
least-squared (Press 1992) as,

χ2(T 0
e ,T LC F S

e ,α,β) =
#r ati os∑

i=1

(I i
exp −I i

s yn(T 0
e ,T LC F S

e ,α,β)

δI i
exp

)2
(3.19)

The Te -profile parameters (T 0
e ,T LC F S

e ,α & β) are estimated by optimizing the error
function (equation 3.19) using the Nelder-Mead algorithm (already discussed in sec-
tion 3.2.2.2). The optimization is sensitive to the initial guesses of the parameters.
Therefore, the initial guesses are swept and optimizations are performed for each
value of the initial guess.

Figure 3.23.: An example of optimizations sweeping initial guesses and the confidence
bound

An example of the optimizations for different values of the initial guess of the
central temperature T 0

e and the corresponding estimated T 0
e value is shown in the

figure 3.23. A confidence region (∆χ2) is constructed on the residuals with 68% con-
fidence. This means that 68% of the residual values lies between min(r esi dual s)
and min(r esi dual s)+∆χ2 as denoted by the shaded region in the figure 3.23. The
temperature at the LCFS (T LC F S

e ) and the profile shaping parameters (α & β) are fixed
in the figure 3.23 for better visualization of this illustration of the model. In actual
optimizations, all the four parameters are varied simultaneously.

For a given VUV spectrum, the initial guesses of the parameters (T 0
e ,T LC F S

e ,α & β)
are swept and optimizations are performed for every initial guess. One such example
is given in the figure 3.24 for the discharge #92459, 160ms from the trigger injection.
It was already seen that Nelder-Mead is an heuristic algorithm and thus it may not
converge if the initial guesses are far from the solution. For instance, out of 300
optimizations, only 69 optimizations managed to converge in the case of 3.24. Each
optimization has a solution for the parameters and a residual min(χ2) value.
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Figure 3.24.: Selecting 90% (confidence bound) of optimizations with lowest residuals
min(χ2) for the discharge $92459, 160ms from the trigger injection. Red
and black represents the selected and rejected optimizations respectively.

The converged optimizations are selected based on their residual value. Assuming a
confidence bound, for instance, 90% like in case of figure 3.24, a residual bound ∆χ2

is constructed such that 90% of the converged optimizations have the residual value
min(χ2) between min(χ2)min and min(χ2)min+∆χ2. The selections corresponds to the
red data in the figure 3.24.

Figure 3.25.: T 0
e of the selected optimizations (corresponding to the figure 3.24) for

the discharge $92459, 160ms from the trigger injection. Red and black
represents the selected and rejected optimizations respectively.

For the selected optimizations, the corresponding solutions to the parameters are
also selected. One example is provided in the figure 3.25 where the solutions of the
core temperature T 0

e corresponding to the selected optimizations are displayed in red
and the black data corresponds to the discarded optimizations with min(χ2) greater
than min(χ2)min+∆χ2. For the selected solutions, a mean is taken using the residual
values as weights. For instance, the weighted mean of the core temperature T 0

e can be
taken as,
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< T 0
e >wei g hted=

∑ns
j=1 T 0

e, j ·W j∑ns
j=1 W j

with W = 1

min(χ2)
(3.20)

Weighted mean gives more weightage to optimizations with lower residuals. For
instance, the weighted mean of the core temperature T 0

e in the figure 3.25 is ∼13.89eV.
The boundaries of the selected parameters gives the natural confidence boundary
of the estimated parameters as explained in (Press 1992). For instance, the selected
T 0

e extends from 11.59eV to 99.95eV which is the natural confidence boundary. How-
ever, it can be seen from the 3.25 that most of the values lies between 10-15eV and
only few optimizations corresponds to 90-95eV. Therefore, considering the natural
boundary may not be a fair treatment to the profile estimation. To solve this problem,
a confidence interval (Press 1992) of the selected parameters are taken. For instance,
90% of the selected T 0

e lies between 11.59-20.84eV with weighted mean value 13.89eV
as shown in the figure 3.25. This confidence interval provides the uncertainty of the
estimated parameters (δT 0

e ,δT LC F S
e ,δα & δβ). These uncertainties are propagated to

the construction of the Te -profile.
For a function f (x, y) with two independent variables x and y , the propagation of

uncertainties δx and δy can be expressed as,

δ f =
√(∂ f

∂x

)2
(δx)2 +

(∂ f

∂y

)2
(δy)2 (3.21)

The equation 3.21 can be applied to the Te -profile as,

δTe =
√( ∂Te

∂T 0
e

)2
(δT 0

e )2 +
(∂Te

∂α

)2
(δα)2 +

(∂Te

∂β

)2
(δβ)2 +

( ∂Te

∂T LC F S
e

)2
(δT LC F S

e )2 (3.22)

The uncertainties in the estimated Te -profile parameters can be asymmetric. Thus,
the uncertainties are divided into two, the lower part and the higher part. For instance,
the uncertainties in the T 0

e shown in the figure 3.25 are δT 0
e,1 = 13.89-11.59 = 2.3eV

(lower) and δT 0
e,2 = 20.84-13.89 = 6.95eV (higher). The same can be said for other

parameters, T LC F S
e , α and β.

Thus, the uncertainty in the profile parameters, δT 0
e,i , δαi , δβi and δT LC F S

e,i (i = 1 for
lower error and i = 2 for higher error) can be propagated to the Te -profile as,

δTe,i =
√(

∂Te,i
)2
δT 0

e,i
+ (
∂Te,i

)2
δαi

+ (
∂Te,i

)2
δβi

+ (
∂Te,i

)2
δT LC F S

e,i
(3.23)

where,
(
∂Te,i

)
δAi

is the change in the Te -profile due toδAi , with A → T 0
e ,α,β and T LC F S

e .
An example of the estimated Te -profile is shown as the black line in the figure

3.26 for the discharge #92459, 160,s from the trigger injection. The shaded region
of the figure 3.26 represents the uncertainty of the Te -profile propagated from the
uncertainties of profile parameters as given in the equation 3.23. The asymmetric
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uncertainties of the Te -profile in the figure 3.26 is due to the asymmetric uncertainties
of the Te -profile parameters.

Figure 3.26.: Estimated Te -profile of the discharge #92459, 160ms from the trigger
injection

In the figure 3.26, the term < Te >V is the volume averaged Te -profile which can be
expressed as,

< Te >V =
∑
ρ Te (ρ) ·Vi (ρ)∑

ρVi (ρ)
with Vi (ρ) =π(ai bi = ai−1bi1) (3.24)

where Vi (ρ) is the ring volume of the region i enclosed between two ellipse (ai , bi )
and (ai−1, bi−1). a and b are the minor and major axis of the ellipse.

3.3. Database analysis of background plasmas
The estimation of the temperature profile from the VUV spectroscopy was discussed

in the section 3.2. Using this method, the background plasmas of the discharges in
the database are characterized and are analyzed. Three kinds of experiments are
considered in the database analysis of background plasmas performed in the JET
tokamak with ITER-like wall (ILW) configuration:

1. Experiments in which background plasmas are created using argon MGI and RE
mitigation attempt using killer MGI (mostly krypton, argon and neon also used)

2. Experiments in which background plasmas are triggered using argon SPI
3. Experiments in which background plasmas are triggered using argon MGI and

RE mitigation attempt using argon SPI

3.3.0.1. Argon MGI trigger and mitigation with MGI

The experiments consists of 24 limiter discharges with toroidal magnetic field BT =3T
in which different amount of argon massive gas injection is used to trigger the dis-
ruption. Attempts to mitigate the generated RE beams are performed using high-Z
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MGI such as Kr, Xe and Ar. The ranges of different parameters of the experiments
are tabulated in the table 3.1. The temperature profiles of the argon background
plasma are estimated from the start of current quench (CQ) until the entry of killer
injection in the plasma. 3.2. The characterisation of the background plasmas for these
experiments were reported in (Sridhar 2020).

Parameters Range

Argon gas amount (Pa.m3) 5-530 (57% between 190-255)

RE beam plateau current (MA) 0.4-1.15 (73% between 0.6-1)

RE beam duration (ms) 30-210 (87% between 30-95)

Vertical plasma movement (m.s-1) 2-39 (61% between 5.8-21)

Electron density in the
(m-2)

1018 −9×1019

far-SOL (74% between 7×1018 −4.3×1019)

Plasma current (MA)
66% with I i ni t i al

p =1.5MA

34% with I i ni t i al
p =2MA

Configuration Limiter

Table 3.1.: Ranges of the parameters of the experiments with trigger MGI and killer
MGI

3.3.0.2. Argon SPI as trigger injection

These experiments consists of 9 discharges in which background plasmas are trig-
gered using argon SPI from barrel B ∼60Pa.m3 of argon quantity. Of the discharges,
three discharges are ohmic with no additional heating. Additional power in the form of
Ion-Cyclotron Radio-frequency Heating (ICRH or RF in short) is used in six discharges.
In addition to RF heating, Neutral Beam Injection (NBI) additional power is used in
two discharges. All the discharges have initial plasma current of 2MA. In eight out
of the nine discharges, toroidal magnetic field was kept at 3T whereas for one ohmic
discharge, the field was kept at 2.4T. The RE beam is very short, between 6-26ms.
In five of the discharges, the argon pellets are broken before reaching the shattering
target. This was measured using the microwave diagnostics in the SPI system.

In this section, the VUV spectrum is first studied qualitatively for different experi-
ments. Then, the estimated temperature profiles are then studied against the parame-
ters of the background plasma and the runaway electron beam.

3.3.0.3. Argon MGI trigger and mitigation with argon MMI

These experiments consists of 5 discharges in which background plasmas are trig-
gered using ∼3Pa.m3 of argon from DMV3. In two discharges, the RE beam are miti-
gated using argon SPI from barrel A with ∼240Pa.m3 Ar content. In two discharges, RE
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mitigation is by argon SPI from barrel B with ∼60Pa.m3. In one discharge, ∼280Pa.m3

of argon MGI from DMV2 is used to mitigate the RE beam. All the discharges have
initial plasma current of 1.5MA with 3T toroidal magnetic field in the limiter configu-
ration. The RE current plateau is around 0.65MA for all the discharges. An improved
runaway electron specific vertical control system algorithm was in place and as a re-
sult, vertical plasma movement is between 0.03-0.25ms-1 which is very low compared
to the MGI experiments (from table 3.1). Due to the vertically controlled plasma, the
mitigated RE beam duration is about half a second (unmitigated RE beam went on for
more than 1s).

3.3.1. Analysis of Ar MGI as trigger injections
Before analyzing the estimated temperature of the background plasmas of the

database, VUV spectra of the discharges in different experiments are first analyzed
qualitatively in this section. In this analysis, Ar MGI is used as trigger injection.

3.3.1.1. Qualitative VUV analysis: Ar MGI as trigger injection

In the first analysis, Ar MGI is used to trigger disruptions. Typical argon VUV spectra
for the JET-ILW discharges in which background plasma is triggered using different
amounts of Ar MGI are shown in the figure 3.27.

Figure 3.27.: VUV spectra of discharges with different trigger Ar MGI amounts.
VUV line of sight is looking into the RE beam/confined background
plasma. In all the three discharges, the pre-disruption plasma current
I i ni t i al

p =1.5MA and the toroidal field is 3T.

Most of the bright lines of the VUV spectra corresponds to Ar1+ and Ar2+ ionization
states. In addition, higher ionization states up to Ar8+ can be observed. The argon
neutral line, which is usually around 100nm is faint as compared to other ionization
lines. This may be because background plasmas of the JET discharges have very
low argon neutral content. Low argon neutrals in the background plasma of the JET
tokamak was also inferred in the (Reux 2015) using ESTAR (Berger 1992) calculations.
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For all the VUV spectra, the same lines are observed independent of argon MGI
amounts used to trigger the background plasmas as shown in the figure 3.27. An
interesting observation is that with the increase in the amount of the argon trigger
injection, the brightest lines are shifted to higher wavelengths. For instance, the
JET discharge #91079 in which the background plasma is triggered using 251Pa.m3,
the most intense line is around 70-80nm as compared to other discharges inspite of
having comparable line brightness of lines between 40-60nm.

((i)) VUV spectrum in DIII-D showing Ar
recombination continuum (Hollmann
2011)

((ii)) VUV spectrum in JET tokamak showing
Ar VUV lines for the discharge #92459

Figure 3.28.: Comparison of VUV spectra in (a) DIII-D and (b) JET during RE beam
with argon background plasma.

The distinct lines of the VUV spectra is in contrast with the VUV spectra of the
DIII-D tokamak as shown in the figure 3.28(ii) (DIII-D VUV spectra shown in figure
3.28(i) is taken from (Hollmann 2011)). In the DIII-D tokamak, no argon lines are
found; a continuum of argon neutral is observed instead. This is attributed to a cold
background plasma, Te ∼1-2eV from (Hollmann 2011). Presence of distinct argon lines
may suggest that JET background plasmas are much hotter than DIII-D background
plasmas. Assuming a collisional-radiative modeling, Ar2+ and Ar3+ lines are expected
for background plasma temperatures between 5-10eV from the fractional abundance
(figure 3.22).

The VUV spectra of discharges with different argon trigger MGI is shown in the
figure 3.29 when the VUV spectrometer is viewing the far-SOL region, far away from
the confined region. The brightest line is between 80-100nm and its predominantly
Ar1+ and Ar2+. The RE beam is expected to follow the magnetic field lines and thus
its safe to assume that the RE beam direct impact on the background plasma in the
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far-SOL is negligible. No clear dependency of the line intensities on the injected argon
gas amount is seen as shown in the figure 3.29. The presence of Ar1+ and Ar2+ in the
spectra may suggest a significant background plasma temperature of 1-5eV in the
far-SOL.

Figure 3.29.: VUV spectra with line of sight outside the RE beam/confined background
plasma, looking into the far-SOL region for different trigger gas amounts.
VUV spectra are normalized to its most intense peak.

From the figures 3.27 and 3.29, it can be said that background plasmas may be hotter
in the core (Te ∼1-100eV due to Ar1+-Ar8+ ionization states) than in the far-SOL region
(Te ∼1-5eV due to Ar1+ and Ar2+ ionization states). This may justify the consideration
of peaked Te -profile in the section 3.2.3.1.

3.3.2. Quantitative analysis of Ar MMI as trigger injections
Following the qualitative analysis of the VUV spectra, the temperatures of the back-

ground plasmas are estimated using the synthetic line ratio method discussed in
the section 3.2. As discussed in the section 3.2.3.1, a peaked temperature profile is
assumed using four parameters : core temperature T 0

e , temperature on the separatrix
T LC F S

e and two shaping parameters α and β. In this section, the background plasma
temperatures are analyzed quantitatively for the database of discharges in which
background plasma is triggered using Ar MGI or Ar SPI.

The evolution of the temperatures of the background plasmas are shown in the
figure 3.30. During the initial phases of the RE beam, the plasma cools down as
observed in the figures 3.30(a), 3.30(b) and 3.30(c). During the RE beam plateau phase,
no significant evolution in the VUV spectra are observed. As a result, the temperatures
of the background plasma are more or less constant during RE plateau phase as shown
in the figure 3.30. During the end of the beam, the temperature rise is correlated with
the radiated power measurements (using bolometer).
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Figure 3.30.: Time evolution of (a) volume averaged temperature profile < Te >V , (b)
core temperature T 0

e , (c) temperature at separatrix T LC F S
e , (d) plasma

vertical position Z and (e) plasma current Ip . Background plasmas are
triggered by various amount of Ar MGI.

The volume averaged temperatures < Te >V are time and volume averaged along
the RE beam when IRE ≥ 20%Ip , << Te >V >t . The current carried by the RE beam IRE

is estimated by assuming exponential decay of the ohmic current IΩ following current
quench.

When background plasma is triggered using argon SPI from barrel B with ∼60Pa.m3,
the RE beams are short and thus only one VUV spectrum can be recorded for a
discharge. Thus, the evolution of background plasma temperatures are not possible
for SPI discharges.

Figure 3.31.: Dependence of the time and volume averaged background plasma tem-
perature << Te >V >t on the averaged core electron density < ne,cor e >
for (a) MGI and (b) SPI discharges

For the MGI discharges, the time and volume averaged temperature of the back-
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ground plasmas tend to reach higher value with increase in electron density in the core
< ne,cor e > as shown in the figure 3.31(a). For the SPI discharges, the time and volume
averaged temperature of the background plasmas reach lower value with an increase
in electron density in the core < ne,cor e > as shown in the figure 3.31(b). However,
the dependency of the background plasma temperature on the background plasma
electron density is unclear. It can also be observed from the figure 3.31(a) that the
background plasma temperature is independent of the pre-disruption plasma current
I i ni t i al

p . Linear regression of the quantities and the dependence parameters are made
and shown as black dashed lines in the figures.

It is to be noted that the time and volume averaged core electron density mea-
surements < ne,cor e > measured using interferometry for the MGI discharges are the
lowest possible value and not the absolute value (more information in section 3.1).
For the SPI discharges, the core electron densities are measured using the far infrared
polarimeter systems and the average values are absolute.

Figure 3.32.: Dependence of the time and volume averaged background plasma tem-
perature << Te >V >t on the averaged core electron density < ne,cor e >
for the MGI discharges.

The time and volume averaged temperature << Te >V >t of the MGI discharges
increase with the electron density in the far-SOL as shown in the figure 3.32.

It can be observed from the figure 3.33 that that time and volume averaged electron
temperature << Te >V >t increase with the argon MMI amount. For SPI discharges
shown in the figure 3.33, the trend is not clear as the range of Ar MMI amounts are
rather narrow as disruptions are triggered using Ar SPI from barrel B (∼60-70Pa.m3).
It is to be noted that the MGI amounts are estimated based on difference in initial
to final pressure of the reservoir. For the SPI discharges, amounts are taken from the
logbook of the SPI operator in the JET tokamak. From the figure 3.33, it can also be
observed that background plasma is hotter for MGI discharges than SPI discharges.

The background plasma temperatures << Te >V >t show no clear correlation with
the runaway current IRE . For the MGI discharges, the background plasma temperature
<< Te >V >t increases with input power density of the RE beam< IRE ×Vloop /Vpl asma >
as shown in the figure 3.34(a). For the SPI discharges, the background plasma tempera-
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ture<< Te >V >t decreases with input power density of the RE beam< IRE ×Vloop /Vpl asma >
as shown in the figure 3.34(b).

Figure 3.33.: Dependence of the time and volume averaged background plasma
temperature<< Te >V >t on the amount of Ar MMI used to trigger the
background plasma for MGI and SPI discharges.

Figure 3.34.: Dependence of the time and volume averaged background plasma tem-
perature << Te >V >t on the input power < IRE ×Vloop /Vpl asma > for
(a) MGI and (b) SPI discharges. Vloop is the loop voltage measured by
magnetics and Vpl asma is the volume of the RE beam.

Similar to time and volume averaged background plasma temperature << Te >V >t ,
the time and volume averaged core temperature of the background plasma < T 0

e >t

shows no clear dependence on the core density < ne,cor e > for the MGI discharges
as shown in the figure 3.35(a). However for the SPI discharges, the core electron
temperature increases with the core electron density as shown in the figure 3.35(b). It
is reminded that core density measurement for the MGI discharges are only the lower
bounds whereas for the SPI discharges, calculated core density measurements are
absolute.
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Figure 3.35.: Dependence of the time-averaged core background plasma temperature
< T 0

e >t on the core electron density < ne,cor e > for (a) MGI and (b) SPI
discharges.

The core temperature of the background plasma < T 0
e >t show no clear dependency

on the input power density of the RE beam < IRE ×Vloop /Vpl asma > as shown in the
figures 3.36(a) and 3.36(b).

Figure 3.36.: Dependence of the time-averaged core background plasma temperature
< T 0

e >t on the input power < IRE ×Vl oop /Vpl asma > for (a) MGI and (b)
SPI discharges. Vl oop is the loop voltage measured by magnetics and
Vpl asma is the volume of the RE beam.

No correlation between time and volume averaged separatrix temperature< T LC F S
e >t

and the averaged electron density on the SOL < ne,SOL >was observed for the MGI
discharges as shown in the figure 3.37.

From the table 3.2, it can be seen that MGI discharges tend to have hotter back-
ground plasmas than SPI discharges. It is important to mention here that MGI dis-
charges were performed with limiter configuration whereas SPI discharges were per-
formed with divertor configuration. In the core of the plasma, MGI discharges are
much hotter than the SPI discharges. In the open field line region (SOL), temperatures
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of MGI and SPI discharges are comparable. The estimated background plasma tem-
perature is consistent with previous estimates of 5-15eV using the identified lines of
the VUV spectra (Reux 2017).

Figure 3.37.: Dependence of the time-averaged background plasma temperature in
the separatrix < T LC F S

e >t on the core electron density < ne,cor e > for MGI
discharges.

Quantity
Values

MGI SPI

<< Te >V >t
1.5-36.7eV 3.9-6.6eV

71% between 5.8-17.9eV 78% between 4.2-6eV

< T 0
e >t

5.5-98.2eV 12.5-67.3eV

71% between 22.8-86.1eV 78% between 12.5-28.9eV

< T LC F S
e >t

1.1-8.6eV 2.7-5.4eV

71% between 2.2-3.5eV 78% between 2.7-4.6eV

Table 3.2.: Range of background plasma temperatures for MGI and SPI discharges

Background plasmas of the JET tokamak trigger using Ar MGI (5.8-17.9eV for 71% of
discharges) are much hotter than DIII-D background plasmas (1-2eV from (Hollmann
2011)). This is consistent with the qualitative VUV spectra comparison between JET-
ILW discharges and DIII-D discharges (figures 3.28(i) and 3.28(ii)).

The agreement between the linear regression and the data are determined using the
coefficient of determination R2 (Press 1992). The R2 for different temperature profile
quantities and the dependence parameters are tabulated in the table 3.3.

Strong correlation form the analysis are summarized : the time and averaged tem-
perature of the background plasma << Te >V >t increases with density in the far-SOL
< ne,SOL, amount of Ar MMI used to trigger the background plasma and the input
power < IRE ×Vloop /Vpl asma >.
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Quantity
R2 of dependency parameters

MMI Amount < ne,cor e > < ne,SOL > < IRE ×Vloop /Vpl asma >
MGI SPI MGI SPI MGI SPI MGI SPI

<< Te >V >t 0.46 0.44 0.3 0.3 0.49 - 0.4 0.42

< T 0
e >t 0.1 0.25 0.18 0.42 0.19 - 0.08 0.21

< T LC F S
e >t 0.04 0.06 0.03 0.14 0.07 - 0.04 0.06

Table 3.3.: The coefficient of determination R2 of temperature profiles with dependent
plasma quantities for the database. R2=0 and 1 indicates worst and best
agreement of the linear regression with the data.

3.3.3. Analysis of Ar SPI as trigger injection
In this section, discharges in which disruptions are triggered using Ar SPI are ana-

lyzed.

3.3.3.1. Qualitative VUV analysis: Ar SPI as trigger injection

During the thermal and current quench, the VUV spectrometers are saturated for
few tens of ms. This is a problem for SPI discharges as RE beam durations are very
short, between 6-26ms in the database. Thus, the gain of the VUV spectrometer was
lowered so that useful information on the background plasmas triggered by Ar SPI can
be obtained.

Figure 3.38.: Comparison of VUV spectra of discharges with different pre-disruption
initial Te in which background plasma is triggered using Ar SPI from
barrel B (with ∼60Pa.m3). Different RF powers are used to increase the
temperature value. NBI heatings are absent in the discharges. Electron
density before disruption is less than 5×1019 m-2.

From the VUV spectra of argon background plasmas triggered using SPI shown in
the figure 3.38, it can be observed that most intense lines are between 85-100nm.

95



In addition, the lines are much different than the MGI discharges (figure 3.27 for
instance). However, it should be noted that MGI discharges are in limiter configuration
whereas the SPI discharges are in divertor configuration Thus, it is not clear whether
the difference is solely due to MGI and SPI or there is an effect of plasma configuration
on the VUV spectra.

The impact of initial electron temperature before disruption on the VUV spectra of
the background plasmas are studied using the figure 3.38. Using the RF additional
heating, the pre-disruption temperature T i ni t i al

e of the plasmas are increased and
background plasmas are triggered using Ar SPI from barrel B. It can be seen from the
figure 3.38 that no significant change in the VUV spectra are observed for different
pre-disruption temperatures. Thus, the background plasmas seems to be independent
of the pre-disruption electron temperature.

It is to be noted that in the discharge #96251, the most brightest line intensities
(around 85-100nm) are a magnitude lower than other discharges. However, line inten-
sities between 40-60nm are in the same order of magnitudes. Thus, the relative line
intensities between 40-60nm look brighter in discharge #96251 than other discharges.
The decrease in the line intensity is due to the fact that VUV spectrum in discharge
#96251 is taken later during the RE beam than other discharges.

Figure 3.39.: Comparison of VUV spectra of discharges with different pre-disruption
initial ne in which background plasma is triggered using Ar SPI from
barrel B (with ∼60Pa.m3). Different RF and NBI heating powers are used.
T i ni t i al

e ∼3keV before disruption for all discharges.

Using the RF and NBI additional heating, the electron temperature and densities
are increased during the flat-top phase. Argon background plasmas are generated
using Ar SPI from barrel B. On looking at the shape of the VUV spectra, no significant
difference can be observed as shown in the figures 3.39 and 3.40, although absolute line
intensities are different for different discharges due to change in the electron density
values. In the figure 3.39, T i ni t i al

e ∼3keV whereas in figure 3.40, T i ni t i al
e ∼6keV.
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Figure 3.40.: Comparison of VUV spectra of discharges with different pre-disruption
initial ne in which background plasma is triggered using Ar SPI from
barrel B (with ∼60Pa.m3). Different RF and NBI heating powers are used.
T i ni t i al

e ∼6keV before disruption for all discharges.

In some of the discharges, pellets are broken before reaching the shattering cone.
The microwave cavity diagnostics of the SPI system is used to check the integrity of
the pellets. The VUV spectra of the argon background plasmas with different pellet
integrity is shown in the figure 3.41. On looking at the VUV spectra, no significant
change was observed due to the pellet integrity. The three pellets have different values
of initial electron density and the pre-disruption temperature is T i ni t i al

e ∼3keV.

Figure 3.41.: Comparison of VUV spectra of discharges with different pellet integrity.
The background plasma is triggered using Ar SPI from barrel B (with
∼60Pa.m3). Different RF powers are used and NBI additional heating is
absent. T i ni t i al

e ∼3keV before disruption for all discharges.

3.3.3.2. Quantitative analysis of discharges with Ar SPI as trigger injection

When disruptions are triggered using Ar SPI, in addition to Ar SPI amount and elec-
tron density of the background plasma, there are four other parameters which could
change the background plasma temperature : pre-disruption temperature T i ni t i al

e ,
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pre-disruption density ndensi t y
e , additional heating using RF and NBI heating and

integrity of the pellets before reaching the shattering bent tube. The pre-disruption
temperature and density are consequences of additional heating. Therefore in the
analysis, the integrity of the pellet is shown in the scatter ("solid" points implies intact
pellets and "hollow" points indicate broken pellets) whereas the other defining pa-
rameter (usually ni ni t i al

e or T i ni t i al
e ) is reflected in the size of the markers. It is to be

noted that RE beams are shorter when triggered by Ar SPI. Thus, the current carried
by the thermal plasma may be significant in these discharges as compared to longer
RE beams.

Figure 3.42.: Dependence of the temperature of the background plasma << Te >V >t

on the pre-disruption plasma temperature T i ni t i al
e . Background plasmas

are triggered using ∼60Pa.m3 Ar using SPI from barrel B. Scatter sizes
corresponds to the value of pre-disruption electron density ni ni t i al

e . Solid
points indicates an intact pellet and hollow points indicate broken pellets.

Figure 3.43.: Dependence of the temperature of the background plasma << Te >V >t

on the pre-disruption plasma current ni ni t i al
e . Background plasmas are

triggered using ∼60Pa.m3 Ar using SPI from barrel B. Marker sizes cor-
responds to the value of pre-disruption electron temperature T i ni t i al

e .
Solid points indicates an intact pellet and hollow points indicate broken
pellets.
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The electron temperature of the background plasma << Te >V >t triggered by Ar
SPI from barrel B shows no dependence on the pre-disruption electron temperature
T i ni t i al

e as shown in the figure 3.42. This is consistent with the qualitative analysis of
the VUV spectra shown in the figure 3.38.

The electron temperature of the background plasma << Te >V >t triggered by Ar SPI
from barrel B increases with the pre-disruption electron density ni ni t i al

e as shown in
the figure 3.43. In these discharges, electron densities are increased using additional
RF and NBI heating. Higher pre-disruption density ni ni t i al

e shows a small correlation
with higher core electron density ne,cor e .

Figure 3.44.: Dependence of the temperature of the background plasma << Te >V >t

on the total additional power PRF +PN B I . Background plasmas are trig-
gered using ∼60Pa.m3 Ar using SPI from barrel B. Scatter sizes corre-
sponds to the value of pre-disruption electron temperature T i ni t i al

e . Solid
points indicates an intact pellet and hollow points indicate broken pel-
lets.

Figure 3.45.: Dependence of the temperature of the background plasma << Te >V >t

on the pellet integrity. Background plasmas are triggered using ∼60Pa.m3

Ar using SPI from barrel B. Scatter sizes corresponds to the value of pre-
disruption electron density ni ni t i al

e . Solid points indicates an intact pellet
and hollow points indicate broken pellets.
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Increasing the additional heating increases the pre-disruption temperature T i ni t i al
e .

The pre-disruption density ni ni t i al
e is also increased by NBI heating. From the figure

3.44, it can be seen that increasing the additional heating increases the temperature
of the background plasma but the dependence is very weak.

It can observed that intact pellet seems to have hotter background plasmas as
compared to the pellets broken inside the SPI flight tube before reaching the shattering
bent tube as shown in the figure 3.45.

Figure 3.46.: Penetration of Ar SPI pellets seen through visible camera without filters,
for (a) #96249, intact pellet (b) #96248, pellet broken into 3 pieces and
(c) #96245, pellet broken in to 6 pieces. The white arrow shows the
penetration dept of the pellet.

From the figure 3.46(a), the intact pellet seems to penetrate deeper into the plasma
as compared to pellets broken into multiple pieces, figure 3.46(b) and 3.46(c). Thus,
higher temperatures may be due to the deeper penetration of the Ar SPI pellets.

It is to be noted that the intact pellets coincidentally have higher electron density
before disruptions. Even though intact pellets seems to have a better penetration,
hotter electron temperature of the background plasma may just be due to higher
density.

3.3.4. Analysis of discharges with Ar MMI as killer injection
In the third set of experiments, argon background plasma is triggered using ∼3Pa.m3

of Ar MGI in the JET tokamak. Mitigation the RE beam is attempted using Ar MMI into
the background plasma.

3.3.4.1. Qualitative comparison of MGI and SPI

In the figure 3.47, the VUV spectra ∼45ms after the triggering of the Ar MMI are
compared for different killer MMIs : Ar SPI from barrel B with 64Pa.m3 (blue), Ar SPI
from barrel A with 244Pa.m3 (red) and Ar MGI from DMV2 with 283Pa.m3 (green).
The VUV spectrometer views identical plasma regions for all the three discharges.
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Figure 3.47.: Comparison of VUV spectra of discharges with MGI and SPI as killer
injection. Argon background plasma is triggered using ∼3Pa.m3 Ar MGI.
The VUV spectra are taken ∼45ms after the killer injection.

At lower wavelengths (40-60nm), the VUV spectra due to different SPI pellets and
MGI are identical. In the mid wavelengths (60-80nm), the VUV line intensities are
roughly the same although the MGI line intensities are marginally higher than SPI
pellets. At higher wavelengths (85-100nm), there is a significant difference between
the MGI and SPI VUV spectra. The line intensities of the MGI discharge at higher wave-
length is much higher than SPI discharges. This may indicate that the temperatures of
background plasmas due to killer MGI and SPI pellets is different.

Figure 3.48.: Time evolution of (a) volume averaged temperature profile < Te >V , (b)
core temperature T 0

e , (c) temperature at separatrix T LC F S
e , (d) plasma

vertical position Z and (e) plasma current Ip . Background plasmas are
triggered by ∼3Pa.m3 Ar MGI. Killer MMIs are SPI pellet from barrel A
(dashed),SPI pellet from barrel A (dotted) and MGI (solid).

No clear trend in the evolution of the argon background plasma following the killer
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MMI is observed from the figure 3.48. In these experiments, Ar SPI from barrel A
(∼240Pa.m3), Ar SPI from barrel B (∼70Pa.m3) and Ar MGI are used as killer injections.
In these discharges, ∼3Pa.m3 of Ar MGI are used to trigger disruptions. On analyzing
the time and volume averaged temperature << Te >V >t of the background plasma, it
can be seen from the figure 3.49 that the background plasma due to Ar SPI from barrel
A have higher temperature (∼14-18eV) than Ar SPI from barrel B (∼8-12eV) and Ar
MGI (∼6eV). It is to be noted that when Ar SPI is used as trigger injection, background
plasma is colder than Ar MGI as shown in the figure 3.33. It can be observed that Ar
SPI from barrel A shut down the RE beam faster than SPI from barrel B and MGI killer
injections as shown in the figure 3.50.

Figure 3.49.: time and volume averaged temperatures of background plasmas <<
Te >V >t following the killer MMI into the argon background plasma.
Temperature profiles averaged after killer MMI entry until the beam
termination.

Figure 3.50.: Rate at which the plasma current decays
d Ip

d t following the killer MMI
until the final collapse.

It should be noted that during the JET-SPI experiments, Ar SPI as a killer injection
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was tested only in the low density background plasma (triggered using ∼3Pa.m3 of Ar
MGI) with low background plasma temperature. MGI killer injections were also suc-
cessful in RE beam mitigation under similar conditions. The mitigation efficiency of
Ar SPI as a killer injection may be different at higher electron density and temperature
of the background plasmas and it should be tested experimentally.

The characterization of the background plasmas is the first stage in understanding
how the RE beam reacts with the killer injection in the presence of the cold background
plasma. The chapter 4 is dedicated to the development of a simple 0D/1D power
balance to understand the RE beam interaction with the background plasma and
assess the credibility of the temperature measurements using VUV spectroscopy.

3.3.5. Conclusions
• JET background plasma hotter (Te ∼6-18eV for Ar MGI discharges and Te ∼4-6eV

for Ar SPI discharges) than on other tokamaks (DIII-D, Te ∼1-2eV (Hollmann
2011))

• Background plasma temperature increases with gas amount used to trigger
disruption and electron density.

• If disruptions are triggered using Ar SPI,background plasma temperatures are
higher for intact pellets and are weakly correlated with the pre-disruption elec-
tron density.
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4. 0D/1D Power balance
For a reliable MMI to mitigate the RE beam, it is important to understand the

interaction between the RE beam and the background plasma. In this section, the in-
teractions are studied by using a 0D/1D power balance of the post-disruption systems
(RE beam and the background plasma).

During the post-disruption plasma phase, the RE beam coexists with the cold back-
ground plasma created by the initial injection. The background plasma is not limited
to the confined region defined by the last closed flux surface (LCFS). It is also present
in the open field line region.

Figure 4.1.: Illustration of post-disruption systems
Even in the far-SOL, the background plasma is present with significant electron

density (∼ 1018 m-2 in interferometry chord4) as shown in the figure 4.1. Thus,the back-
ground plasma can be present both in the confined region defined by the separatrix
and also in the open field line region.

The background plasma in the open field line region has high line-integrated elec-
tron density (1018 -1019 m-2) and significant plasma temperature (Te ∼ 1-9eV, from
VUV spectroscopy). Thus, it is important to consider the background plasma in the
open field line region for the power balance. Before making a more detailed 1D power
balance, first a simple 0D power balance is performed in the section 4.2. The total
radiated power measured by the bolometry in JET is discussed in the section 4.1.
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4.1. Bolometer system in JET
The free electrons of the tokamak plasma loses power through line radiation. This

line radiated power loss is a very important quantity of the background plasma. Using
a device called bolometer, the power lost by the background plasma through line
radiation is measured.

In a bolometer, a thin layer of absorptive materials is connected to a thermal reser-
voir through a thermal contact. The radiation impinging on the absorptive material
raises the temperature. The raise in temperature is directly related to the power of the
impinging radiation. Thus, by measuring the raise in temperature through electrical
circuits, the power of the incident radiation is measured.

Figure 4.2.: Schematic representation of the bolometer detector head used in JET
(Huber 2007)

A schematic representation of a bolometer head used in JET is shown in the figure
4.2 taken from (Huber 2007). The bolometer head consists of 8µm-thick gold absorber
layer connected to 20µm-thick mica substrate through thermal contact layer. On the
other side of the mica substrate, interwoven gold meanders with a typical resistance
of 1.2kΩ are connected as shown in the figure 4.2.

The power absorbed by the mica foil is monitored by its temperature and the con-
sequent rise in resistance of the gold meanders. A second reference bolometer is
employed which is optically shielded from the plasma to compensate for temperature
drifts and electromagnetic disturbances. The reference and measurement meanders
are connected to the Wheatstone bridge such that the output voltage ∆U (t) corre-
sponds to the temperature excursion of the gold absorber. The power incident on the
bolometer P (t ) according to the bolometer equation (Murari 1995) can be given by,

P (t ) = τc

Sbol o

(d∆U (t )

d t
+ ∆U (t )

τc

)
(4.1)

where ∆U (t ) is the output voltage. Sbol o (in V/W) is the sensitivity and τc is the
cooling time constant of the mica foil which are determined by calibration of the
bolometers. The gold absorptive layer is sensitive in the spectral range from 0.1-
480nm which corresponds to the photon energy of ∼10keV to 2.5eV.

105



Figure 4.3.: Lines of sight of the bolometer system in JET (Huber 2007)

As shown in the figure 4.3, there are two main-vessel bolometric cameras: vertical
camera (KB5V) and horizontal camera (KB5H). Both the camera collects radiation
along 24 chords. The toroidal location of the cameras are shown in the figure 2.21.
More information on the bolometer system in JET is given in (McCormick 2005) and
(Huber 2007).

Figure 4.4.: Illustration of negative bolometer reading during high-Z gas injections in
JET

During RE mitigation experiments in JET where disruptions are triggered using
Massive Gas Injection (MGI), the bolometer reaches negative values after the radiation
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peak as shown in the figure 4.4 for the JET discharge #92459 where disruptions are
triggered using Ar MGI from DMV2 (see section 2.5.3.3).

As shown in the figure 2.21, both vertical bolometer camera and DMV2 are located
close to each other. The massive materials from DMV2 may cool down the gold foil
to temperatures lower than the thermal reservoir. This may be a possible reason for
negative bolometer measurements.

It can also be observed from the figure 4.4 that after few ms, the negative bolometer
measurements recover. It is to be noted that at the end of the discharge, the bolometer
measurements reaches zero. Thus, it can be assumed that after bolometer recovery,
the measurements are absolute with no offset due to negative measurement.

4.2. Simple 0D model
As a first step to understand the RE beam interaction with the background plasma,

a simple 0D model of the power balance is proposed : the input power of the runaway
electron beam (IRE ×Vl oop ) is transferred to the background plasma. IRE ×Vloop is
roughly the power gained by the runaway electron beam due to parallel electric field.
It is the simplified form of E-field accelerated power given in the equation 4.3. The
power is lost by the background plasma through radiation and conduction. Assuming
that power conducted from the background plasma is negligible as compared to the
radiated power, the input power of the RE beam balances the radiated power from the
background plasma.

Figure 4.5.: 0D estimation of the electron temperature for the JET discharge #92459
at 160ms from the trigger gas MGI. Line-integrated density is measured
from interferometry chord 4 (green vertical line). Blue vertical line shows
the time which equilibrium is reconstructed (red data lines) by EFIT.

The radiated power of the background plasma is a non-monotonous function of
the electron temperature as shown in the figure 4.5 (more information in the sec-
tion 4.4). Considering a homogeneous background plasma, two temperature values
can be estimated by matching the value of the radiated power (measured by the
bolometry). For instance, for the JET discharge #92459 with radiated power 2.6MW
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(Pr adi ated =0.08MW/m3), the 0D estimates of the electron temperatures are 6.93eV
or 25.04eV as shown in the figure 4.5. This is consistent with the volume average
electron temperature of the background plasma was estimated at 7.44eV (14eV in the
center and 3eV in the separatrix) using VUV spectroscopy for the discharge #92459 as
shown in the figure 3.26.

In the section 3.3, heterogeneity in the background plasma was observed through
VUV spectra. Thus, it may be possible that both the temperatures estimated by the 0D
model maybe present in the background plasma but different regions. Thus, a profile
in the electron temperature should be considered instead of a 0D estimate. Using
a profile in the electron temperature, a more advanced model of the power balance
is proposed in the following section including all possible interactions between the
systems.

4.3. 1D power balance : Interactions overview
As seen in the introductory part of this chapter, the RE beam co-exists with the back-

ground plasma during the post-disruption phase. It was also seen that the background
plasma is not limited to the confined region described by the separatrix. Thus, for the
1D power balance, three systems are considered :

1. Runaway electron (RE) beam
2. Background plasma in the confined region defined by the last closed flux surface

(LCFS, also called separatrix)
3. Background plasma in the open field line region (SOL)

Figure 4.6.: Illustration of post-disruption systems

These three systems interact with each other which is of interest in the 1D power
balance. An overview of how the post-disruption plasma systems interact with each
other is illustrated in figure 4.6. Runaway electrons are accelerated by the electric field

108



and lose part of their power through synchrotron radiation and bremsstrahlung. In
addition, runaway electrons transfer the majority of their power through collisions to
the background plasma in the confined region. These collisions act as a power source
for the background plasma in the confined region. In addition to the collisional power
transfer, ohmic power also feeds the background plasma in the confined region. Signif-
icant power is lost from the background plasma due to radiation. Power loss can also
be in the form of conduction to the open field line region from the background plasma
in the confined region. This power conduction may be the reason for the sustainment
of the background plasma in the open field line region. The background plasma in the
open field line region loses its power through radiation and heat conduction to the
wall.

A steady-state system is considered during the power balance of the RE beam and
the background plasma. The background plasma evolves very slowly during the RE
plateau phase (see figure 3.30 for reference). For the RE beam, RE current and hard
x-ray signal are constant during RE plateau phase and thus steady-state system could
be assumed for simplicity. In addition, no significant wall impact of the RE beam is
seen by the camera during the RE plateau phase. The power terms are computed
using analytical formulae.

4.4. Estimation of power terms
The mechanisms by which the RE beam and the background plasma interact are

shown in the figure 4.6. Using analytical formulae, the interaction power terms are
estimated which is the subject of this section. For this section, the plasma parameters
(IRE , E RE

|| , VRE , BT , ne , Te , qed g e ) used in the example figures given below are taken
from discharge #92459.

4.4.1. Power terms of the RE beam
For the estimation of power terms of the RE beam, the energy distribution of RE

beam should be defined. For simplicity, a normally distributed runaway electron
energy distribution function fRE is assumed of the form,

fRE (ERE ) = aRE di st ·exp
(−(ERE −E 0

RE )2

2σ2
RE di st

)
(4.2)

where E 0
RE is the central energy of the runaway electron distribution. aRE di st is the

amplitude term computed such that
∫

fRE ·dERE = nRE . The spread of the distribution
σRE di st is estimate by from the FWHM(Full Width at Half Maximum, FWHM=2MeV is
assumed) of the runaway electron beam.

An example of runaway electron energy distribution function is shown in figure
4.7. Central energy of E 0

RE = 10MeV and FWHM= 2MeV is assumed in figure 4.7 with
runaway electron density nr = 1016 m-3. The runaway distribution function fRE given

109



Figure 4.7.: An example of RE distribution function for a RE beam with E 0
RE =10MeV

in the equation 4.2 is used in the estimation of the power terms using nRE estimation
from plasma current.

4.4.1.1. E-field acceleration of the RE beam

Runaway electrons are accelerated by the electric field and are the primary power
source of runaway electron beam. The power due to the electric field acceleration is
given by,

PE− f i eld acceler ati on = e ·E RE
|| ·VRE

∫ v2

v1

vRE · fRE (v) ·d v (4.3)

where E RE
|| is the parallel electric field action on the runaway electron beam and

vRE is the velocity. fRE is the runaway electron distribution function given in equation
4.3. e is the electron charge and VRE is the volume of the runaway electron beam.
The electric field E RE

|| is estimated from the loop voltage measurements. v1 and v2

are the velocity bounds of the RE distribution function. From the equation 4.3, it can
be observed that electric field acceleration of the RE beam depends mainly on the
electric field E RE

|| and the runaway density nRE . It has a very weak dependence on the
energy of the RE beam as shown in the figure 4.8.

4.4.1.2. Synchrotron radiation loss of the RE beam

The relativistic runaway electrons in the presence of the magnetic field loses its
power due to synchrotron emission. The power radiated by a single relativistic electron
due to synchrotron radiation in the presence of magnetic field B can be expressed
from (Stahl 2017) as,

P e−
s ynchr otr on = e4B 2si n2(µ)v2

REγ
2(vRE )

6πε0m2
e c3

(4.4)

where µ is the pitch angle of the synchrotron emission and vRE is the velocity of
the runaway electron. Considering the runaway electron energy distribution function
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Figure 4.8.: Dependence of the E-field acceleration of the RE beam on the central
energy E 0

RE

fRE (v), the power loss of the runaway electron beam due to synchrotron radiation is
expressed from equation 4.4 as,

Ps ynchr otr on = e4B 2si n2(µ)VRE

6πε0m2
e c3

·
∫ v2

v1

v2
RE · fRE (vRE ) ·γ2(vRE ) ·d vRE (4.5)

where γ(vRE ) is the Lorentz gamma factor for relativistic velocity of runaway elec-
trons vRE . v1 and v2 are the velocity bounds of the RE distribution function. The
synchrotron power loss depends on the square of the magnetic field B .

Figure 4.9.: Pitch angle µ dependence of the power lost by the RE beam due to syn-
chrotron radiation

The dependence of the power loss of the runaway electron beam due to synchrotron
radiation on the pitch angle of synchrotron emission µ is shown in figure 4.9. The
synchrotron radiated power is proportional to the square of the sine of the pitch
angle (Ps ynchr otr on ∝ sin2(µ)). From equation 4.5, it can be seen that the synchrotron
radiated power also depends on the square of the runaway electron velocity and thus
the runaway electron energy distribution function. This dependency is shown in
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figure 4.10. When the energy of the runaway electron increases, the power lost by the
runaway electron beam due to the synchrotron radiation increases.

Figure 4.10.: Dependence of the power lost by the RE beam due to synchrotron radia-
tion on the central energy E 0

RE of the RE distribution function

When the RE beam gains higher energies, it also emits higher synchrotron radiated
power. As a result, the synchrotron radiation limits the energy of the runaway electron
beam (Andersson 2001). In the database of JET discharges considered (section 3.3),
the synchrotron radiation is in the order of few MW. Pitch angle µ of 0.1rad is assumed
for the database estimations (Jaspers 2001; Gill 2000).

4.4.1.3. Bremsstrahlung radiation loss of the RE beam

When the runaway electrons are strongly deflected by the nuclei of the background
plasma impurities, the RE beam lose energy in the form of bremsstrahlung radiation.
In addition to the synchrotron radiation, bremsstrahlung radiation can also limit the
energy of the runaway electrons in tokamaks (Bakhtiari 2005a). The drag force on a
single runaway electron is given by (Jackson 2007),

F e−
BR = 4

137
ne (Ze f f +1)r 2

e me c2γ
[

ln(γ)− 1

3

]
(4.6)

where re = e2

4πε0me c2 is the classical electron radius. Using this drag force, the power
lost from a mono-energetic RE beam due to bremsstrahlung radiation can be defined
as,

Pbr emsstr ahl ung = F e−
BR vRE nRE VRE

= 4

137
ne (Ze f f +1)r 2

e me c2γvRE nRE VRE

[
ln(γ)− 1

3

] (4.7)

where nRE , VRE and vRE are the density, volume and average velocity of the RE
beam. Considering the runaway electron energy distribution function fRE (v), the
power loss of the runaway electron beam due to bremsstrahlung radiation can be
expressed using the equation 4.7 as,
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Pbr emsstr ahl ung = 4

137
ne (Ze f f +1)r 2

e me c2VRE

×
∫ ∞

0
γ(vRE ) fRE (vRE )

[
ln(γ)− 1

3

]
d vRE

(4.8)

Figure 4.11.: Dependency of the power lost by the RE beam due to bremsstrahlung
radiation on the temperature Te of the background plasma.

Figure 4.12.: Dependency of the power lost by the RE beam due to bremsstrahlung
radiation on the central energy E 0

RE of the RE distribution function

Unlike synchrotron radiation (equation 4.5), bremsstrahlung radiation is indepen-
dent of the toroidal magnetic field. Bremsstrahlung power losses increase linearly
with the energy of the RE beam as shown in the figure 4.12. Bremsstrahlung radia-
tion loss also increases with the electron temperature of the background plasma as
shown in the figure 4.11. The background plasma temperature dependence of the
bremsstrahlung power given in the equation 4.8 stems from the temperature depen-
dence of the Ze f f estimation. As given in the equation 4.8, the presence of high-Z
impurity also enhances the bremsstrahlung radiation. Thus, in the mitigation of the
RE beam with high-Z impurities, bremsstrahlung radiation may play a major role in
limiting the runaway energies.
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4.4.1.4. Collisional loss of the RE beam

The runaway beam interacts through collisions with the background plasma in the
confined region defined by the separatrix. As a result, power is lost by the runaway
electron beam. These collisions act as a source of power for the background plasma in
the confined region. This power transfer maybe responsible for the sustainment of
the background plasma at higher temperature. The power transfer due to collisions
can be estimated by using a relativistic collisional operator as,

Pcol l i si on = me v0
RE

∫
C ( fRE ,Te ,ne )d vRE inW/m3 (4.9)

where v0
RE is the velocity of the runaway electron beam corresponding to the central

energy E 0
RE in the distribution function fRE . The volume of the RE beam is multiplied

to the equation 4.9 to get the power in W. The term C ( fRE ,Te ,ne ) is the relativistic
collisional operator. The collisional operator is expressed from (Sandquist 2006) as,

C ( fRE ) = 1

p2

∂

∂p
p2

(
A(p)

∂ fRE

∂p
+F (p) fRE

)
+ 2B(p)

p2
L ( fRE ) (4.10)

where p = γme cv is the momentum. The velocity v is normalized to the speed of light
c. The term A(p) in the equation 4.10 is given as (Sandquist 2006),

A(p) = Γv2
t

cv3
(4.11)

where v2
t = Te e/me c2 and Γ= ne e4lnΛ/4πε2

0. Te is given in eV and ne in m-3. The
terms B(p) and F (p) in equation 4.10 are (Sandquist 2006),

B(p) = Γ

2cv

(
1+ v2

t
v4 −1

v2

)
(4.12)

F (p) = cv

Te e
A(p) = Γv2

t

Te ev2
(4.13)

After gyro-averaging, the pitch angle operator L ( fRE ) is expressed as,

L( fRE ) = 1

2

∂

∂µ
(1−µ2)

∂ fRE

∂µ
(4.14)

The assumed normally distributed runaway electron energy distribution given in
equation 4.2 is taken to be independent of the pitch angle µ. Thus, the pitch angle
operator term L ( fRE ) = 0. From the above equation, it can be seen that the collisional
operator C ( fRE ) ∝ v2

t ∝ Te and C ( fRE ) ∝ Γ ∝ ne . Thus, the collisional operator
not only depends on the runaway electron distribution function but also on the
characteristics (Te & ne ) of the background plasma in the confined region.

The collisional power increases linearly with the increase in the electron tempera-
ture of the background plasma as shown in figure 4.13. It can also be observed that for
higher values of the central energy E 0

RE of the RE distribution function, the collisional
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Figure 4.13.: Dependence of the power lost by the RE beam due to collisional power
transfer on the electron temperature of the background plasma

power is lower as shown in the figure 4.14. This is due to the fact that the scattering
cross-section decreases exponentially with increase in energy.

Figure 4.14.: Dependency of the power lost by the RE beam due to collisional power
transfer on the central energy E 0

RE of the RE distribution fRE

Assuming a runaway electron beam with central energy of the distribution at 10MeV,
the collisional power transfer can be as low as few hundreds of kW and for higher
temperature and pressure, it can be as high as few GW. In the database of the dis-
charges, the collisional power values are in the range of few MW. In the figure 4.15, a
0D electron density ne and temperature Te is considered.

As shown in the figure 4.13, the collisional power transfer increases linearly with the
electron temperature of the background plasma. Using the estimated temperature
profile (figure 3.26 for instance), a profile in the collisional power transfer is con-
structed as shown in the figure 4.16. The uncertainty in the collisional power profile
(shaded regions in the figure 4.16) is constructed by estimating the collisional power
losses corresponding to lower and higher bounds of the temperature profile (shaded
regions in the figure 3.26). A less energetic runaway electron beam loses its power
predominantly through collisions with the background plasma. In more energetic
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runaway electron beams, power loss is predominantly due to synchrotron radiation.

Figure 4.15.: Dependency of the power lost by the RE beam due to collisional power
transfer on the electron temperature and density of the background
plasma

Figure 4.16.: Profile of the collisional power transfer between RE beam and the con-
fined background plasma for #92459 at ∼ 160ms from the trigger MGI
(corresponding to Te -profile from the figure 3.26). The shaded region
indicates the uncertainty due to uncertainty in the Te -profile.

Collisional power transfer vs Collisional stopping power:
Due to the interaction with the argon neutrals, RE beam loses energy due to

collisions and radiation. Energy lost by the RE beam per unit length dE/d X (the
so called stopping power) are calculated using ESTAR code (Berger 1992) and are
shown in the figure 4.17. At lower energies of RE beam, energy lost by the RE beam is
predominantly through collisions whereas radiative stopping power is dominant at
higher energies.
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Figure 4.17.: Stopping power of the RE beam for argon gas calculated from ESTAR
calculations (Berger 1992)

It can be also observed that collisional stopping power per mass density (given as
blue dashed line in the figure 4.17) has the lowest value around 1MeV and it increases
slightly above 1MeV. This gradual increase of stopping power is much different than
the asymptotic decay of the collisional power loss Pcol l i si on shown in the figure 4.14
with the energy of the RE beam.

Using the stopping power per mass density dE/d X (in MeVcm2 g-1) from the ESTAR
code (Berger 1992) is related to the collisional stopping power of a runaway electron
P EST AR

col l i si on,RE as,

P EST AR
col l i si on,RE = dE

d X
cdn (4.15)

where c is the light speed and dn is the argon particle density in gcm-3. Assuming a
mono-energetic RE beam of energy E , the collisional stopping power of the RE beam
with RE density nRE and plasma colume VRE can be calculated as,

P EST AR
col l i si on = P EST AR

col l i si on,RE ·nRE ·VRE (4.16)

The energy dependence of the ratio of collisional power loss of the RE beam Pcol l i si on

(equation 4.9) to the collisional stopping power P EST AR
col l i si on (equation 4.16) in the figure

4.18. It can be seen from the figure 4.18 that with increase in the RE beam energies,
the ratio of the powers decrease. It may be due to the fact that the collisional stopping
power increases with RE beam energies (figure 4.18) whereas the collisional power
loss decreases with RE beam energies (figure 4.14). Furthermore, it can be observed
that collisional stopping power and the collisional power loss are magnitudes different
to each other.

As shown in the figure 4.19, it can be observed that at lower temperatures, collisional
power loss Pcol l i si on is magnitudes lower than that of the collisional stopping power
P EST AR

col l i si on . At higher temperatures, the collisional power loss is magnitudes higher
than collisional stopping power. This may be due to the fact that collisional stopping
power is based on the argon neutral amount of the first order. This means that at
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Figure 4.18.: Energy dependence of the ratio between collisional power transfer (equa-
tion 4.9) and collisional stopping power (equation 4.16) for the discharge
#92459, 160ms from trigger injection. The background plasma tempera-
tures are assumed as Te =1eV, Te =5eV and Te =10eV.

higher temperatures of the background plasma, very low argon neutral contents are
expected and thus the collisional stopping power is magnitudes lower than collisional
power loss.

Figure 4.19.: Background plasma temperature dependence of the ratio between colli-
sional power transfer (equation 4.9) and collisional stopping power (equa-
tion 4.16) for the discharge #92459, 160ms from trigger injection. The RE
beam energies are taken as E 0

RE =5MeV, E 0
RE =10MeV and E 0

RE =15MeV.

It is to be noted that for the collisional stopping power calculations, the background
plasma temperature and free electron density are used only during argon density
estimations. On the other hand, the collisional power loss increases linearly with
temperature and density of the background plasma as shown in the figure 4.15.
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4.4.1.5. Comparison of RE beam power loss terms

The power lost by the RE beam through collisions with the background plasma
is the most significant mechanism as shown in the figure 4.20. On the other hand,
synchrotron radiation loss is roughly a magnitude less than the collisional power loss
and is independent of the background plasma temperature. Bremsstrahlung radiation
losses of the RE beam are magnitudes lower than the synchrotron radiation loss and
collisional power loss of the RE beam as shown in the figure 4.20. It is to be noted that
a 0D Te value is used in the figure 4.20 rather than the Te -profile.

Figure 4.20.: Comparison of power loss terms of the RE beam (synchrotron,
bremsstrahlung and collisional power transfer) as a function of the elec-
tron temperature of the background plasma. A constant central energy
of the RE energy distribution E 0

RE is assumed.

Figure 4.21.: Comparison of power loss terms of the RE beam (synchrotron,
bremsstrahlung and collisional power transfer) as a function of the cen-
tral energy E 0

RE of the RE distribution fRE . Background plasma tempera-
ture of Te =10eV is assumed.

As shown in the figure 4.21, the collisional power loss of the RE beam dominates
the synchrotron radiation loss for lower energies. With the increase of RE energies,

119



the collisional power loss decreases whereas the synchrotron radiation loss increases.
An increase in the synchrotron power further decreases the maximum achievable
energy of the RE beam (Entrop 2000; Andersson 2001). It can also be observed that
bremsstrahlung power indeed increases with the RE beam energy but they are still
magnitudes less than other loss channels. It is to be noted that similar to figure 4.20, a
constant Te value is assumed in the calculation rather than 1D Te -profile.

For the RE beam, RE energy distribution function fRE (mainly the central energy
of the RE energy distribution E 0

RE ) is a free parameter. Assuming that power source
due to electric field acceleration PE− f i eld acceler ati on balances the RE power losses in
the form of synchrotron radiation, bremsstrahlung radiation and collisional power
transfer to the background plasma, the central energy of the RE distribution E 0

RE can
be estimated.

4.4.2. Power terms of the confined background plasma
4.4.2.1. Ohmic power of the confined background plasma

In addition to the power transfer from the runaway electron beam the ohmic power
can also act as power source of background plasma in the confined region. The ohmic
power of background plasma can be expressed as,

Pohmi c =σneo ·E 2
Ω (4.17)

where EΩ is the electric field due to the ohmic part of the background plasma.
Neo-classical conductivity σneo (Hirshman 1977) is used which can be expressed as,

σneo =σSpi t zer ·Gc (4.18)

where the Spitzer conductivity σSpi t zer can be expressed as,

σSpi t zer = (4πε0)2(Te e)3/2

πZe f f e2pme lnΛ
(4.19)

Te is in eV and lnΛ is the Coulomb logarithm. Gc is the geometric correction term
(Hirshman 1977) due to the aspect ratio of the tokamak and can be expressed as,

Gc =ΛE (Z̄ )
(
1− fT

1+ξν∗e

)(
1− CR (Z̄ ) fT

1+ξν∗e

)
with,

ΛE (Z̄ ) = 3.4

Z̄

(1.13+ Z̄

2.67+ Z̄

)
fT = 1− (1−δ)2(1−δ2)−1/2(1+1.46δ1/2)−1

ξ= 0.58+0.2Z̄

(4.20)

where Z̄ is the effective charge and δ= a/R is the aspect ratio. The term ν∗e is the
electron collisionality parameter. For JET-ILW discharges, Gc ∼ 0.6.
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Figure 4.22.: Electron temperature dependency of the ohmic power of the background
plasma for the discharge #92459 at 160ms from the trigger MGI.

Figure 4.23.: Ohmic power profile of the confined background plasma for the dis-
charge #92459 at ∼ 160ms from the trigger MGI (corresponding to Te -
profile from the figure 3.26). The shaded region indicates the uncertainty
due to uncertainty in the Te -profile.

From the figure 4.22, it can be seen that the ohmic power increases with temperature
for lower temperatures (around 30eV in figure 4.22) and the ohmic power attains
saturation for higher temperature. It can also be noted that the ohmic power is less
sensitive to the electron density of the background plasma (lnΛ depends on the
electron density ne ).

The ohmic power profile with the uncertainty due to uncertainty in the temperature
profile is shown in figure 4.23. In the database, the ohmic power is in order of few kW.
The ohmic power source of the confined background is negligible as compared to the
collisional power transfer source from the RE beam. Thus, collisional power transfer
is the primary source of power for the background plasma in the confined region.
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4.4.2.2. γ-ray absorption of the confined background plasma

The γ-rays are the energetic bremsstrahlung radiation of the runaway electron beam
(energies from few 100 keV to few MeV) and they may be absorbed by the background
plasma. The amount of energy, ε, absorbed by the background plasma per unit time
in a volume of interest ∆V from the γ-rays due to the runaway electron beam can be
given by the formula from (Hubbell 1969) as,

ε=
∫
∆V

(dr )3ρ(r )
∫ Emax

Emi n

dE ·φ(E ,r ) ·E · µen

ρ
(E) [MeV s−1] (4.21)

where E is the γ-ray energy in MeV and φ is the γ-ray flux in MeV-1cm-2s-1. The
term µen

ρ (E) is the mass energy-absorption coefficient in cm2.g-1. The mass energy-
absorption coefficients are taken from the NIST database (Kramida 2018). The term∫
∆V (dr )3ρ(r ) is the mass density term of the plasma impurities. Assuming uniform

density of argon atoms in the plasma, the term can be minimized to MAr (tot ) which
is the total mass of the argon impurities in the plasma given in g.

Figure 4.24.: Energy dependence of the gamma ray flux φ(E) from bremsstrahlung
radiated power Pbr emsstr ahl ung of the RE beam.

The γ-ray flux φ(E) in the equation 4.21 is estimated using the bremsstrahlung
power loss of the RE beam given in the equation 4.7 as,

φ(E) = Pbr emsstr ahl ung

E 2e A
[MeV-1cm-2s-1] (4.22)

where E is the energy of the γ-ray photon (in MeV). The term Asur f ace is the surface
area of the plasma. An example of the γ-ray flux φ(E) is shown in the figure 4.24 for
the discharge #92459 at 160ms from the trigger injection. It is to be noted that flat
Te -profile is assumed in the figure 4.24 for simplicity.

The energy dependence of the mass-energy absorption coefficient for argon is
shown in the figure 4.25. It can be observed that with increase of energy, the absorption
coefficient decreases. However for very high energies (E>1MeV), the absorption
coefficient is almost saturated.
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Figure 4.25.: Variation of the mass-energy absorption coefficient µen/ρ on the energy
E . Values are taken from the NIST database (Kramida 2018).

Figure 4.26.: Temperature dependence of the power source due to γ-ray absorption
for the discharge #92459 at 160ms from the trigger MGI.

The power source due to γ-ray absorption ε depends on the electron temperature
of the background plasma. The absorbed power increases with temperature of the
background plasma as shown in the figure 4.26. However, the power is on order of
10-5 W which is magnitudes less than other power terms. Thus, γ-ray absorption term
is not significant in the power balance.

4.4.2.3. Radiated power of the confined and open field line background
plasma

Using information about the characteristics of the background plasma, the radiated
power can be estimated with the help of cooling rate coefficients Lcool i ng r ate from the
ADAS database (Summers 2004).

For argon, the cooling rate is maximum around Te ∼ 18eV as shown in the figure
4.27. Using the cooling rates, the radiated power can be estimated as,

Pr adi ated = ne ·ntot al (Te ,ne ) ·Lcool i ng r ate ·Vcon f i ned (4.23)
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where Vcon f i ned is the volume of the background plasma in the confined region.
ntot al (Te ,ne ) is the total argon impurity density estimated using the fractional abun-
dance information. In the estimation of ntot , the neutral ion density is assumed to be
negligible as compared to the ion density of higher ionization states.

Figure 4.27.: Argon cooling rate coefficients generated using ADAS405 module from
the ADAS database (Summers 2004)

Figure 4.28.: Variation of the radiated power for different electron temperature and
density of thee background plasma

The power radiated by the background plasma depends on the electron density and
temperature profile of the background plasma as shown in the figure 4.28. Depending
on the temperature and density of the background plasma, the radiated power can vary
between few kW to few TW. In our database, the power radiated by the background
plasma in the runaway electron beam phase is in order of few MW. In the figure 4.28,
0D values of electron temperature and density are considered.

Considering the estimated temperature profile, a profile in the radiated power can
be constructed as shown in the figure 4.29. The shaded region denotes the uncertainty
in the radiated profile due to the uncertainty in the temperature profile. In figure
4.29, the total power radiated by the background plasma in the confined region is
comparable with the total radiated power measured by the bolometry (see table 4.2).
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Figure 4.29.: Radiated power profile of the background plasma in the confined region
for the discharge #92459 at 160ms from the trigger MGI. Flat density
profile is considered in the figure.

4.4.3. Heat conduction from the background plasma of the
open field line region to the wall

In addition to radiation, the background plasma in the open field line region also
loses part of its power by heat conduction to the wall. The power lost by the open field
line background plasma to the wall due to heat conduction can be estimated using an
analytical formula from (Stangeby 2000) as,

Pconducti on = q|| · Bθ

BT
·λq ·2πR ·2 (4.24)

where q|| is the parallel heat flux. λq is the scrape-off layer width corresponding
to the parallel heat flux. Bθ is the poloidal magnetic field and R is the plasma major
radius. The estimation of these terms is discussed in this section.

4.4.3.1. Parallel heat flux q||

There are two regimes in which the parallel heat flux can be estimated :

Conduction-limited regime (CLR) : In conduction-limited regime, the energy
losses are limited by the collisional properties of the plasma and it deals with high col-
lisionality (v∗≥ 10 ; high ne and low Te ). The parallel heat flux due to the conduction-
limited regime can be expressed as (Stangeby 2000),

qC LR
|| = k0 ·T 7/2

e ·L−1
c (4.25)

where k0 = 2000Wm-1(eV)-7/2 is the classical electron parallel heat conductivity
coefficient and Lc =πqc yl R is the connection length.
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Sheath-limited regime (SLR) : In sheath-limited regime, the energy losses are
limited by the heat transmission properties of the sheath and it deals with low colli-
sionality (v∗< 10 ; low ne and high Te ). the parallel heat flux due to the sheath-limited
regime can be expressed as (Stangeby 2000),

qSLR
|| = γsheath ·ne,SOL · cs ·Te (4.26)

where γsheath is the sheath-heat transmission factor (γsheath ∼ 8-9 for argon with
Ti = Te using analytical formulae from (Stangeby 2000)). ne,SOL is the electron density
at the scrape-off layer and cs is the sound speed in the plasma.

Figure 4.30.: Comparison of the temperature dependence of the parallel heat fluxes
estimated using conduction-limited and sheath-limited regimes

In the figure 4.30, for lower temperatures, the parallel heat flux estimated with the
conduction-limited regime is much lower than the parallel heat flux estimated with
the sheath-limited regime. In lower temperatures, the conduction-limited regimes
are more accurate. On the other hand, sheath-limited accurately calculates parallel
heat flux at higher temperature. The transition temperature depends on the electron
density in the scrape-off layer and the connection length. The minimum of the parallel
heat flux values between the two regimes are considered in the rest of the analysis to
eliminate the risk of the parallel heat flux overestimation. The recycling of the argon
particles near the wall is hidden during the estimation of parallel heat flux q||.

4.4.3.2. Scrape-off layer width λq

Using the spectral filament model of turbulent plasma, the characteristic decay
length of the electron density in the scrape-off layer λn is given from (Fedorczak 2019),

λn = 10 ·q6/11 ·R3/11 ·B−8/11
(

A

Z

)4/11

·T 4/11
e ·

(
1+ Ti

Z Te

)4/11

[R in m and λn in mm]

(4.27)
where q = a

R · BT
Bθ

is the cylindrical edge safety factor, R is the tokamak major radius
and B is the toroidal magnetic field. A and Z are the atomic and mass number
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of the background plasma species(argon in this study). The scrape-off layer width
corresponding to the heat flux λq is assumed to be half of λn (λq =λn/2).

Figure 4.31.: Temperature dependence of the density SOL width λn . Magnetic field of
BT =3T is taken for the JET tokamak with major radius R=2.96m

The width of the scrape-off layer increases with increase in the electron temperature
and the order of magnitude is a few cm as shown in the figure 4.31. The width also
increases with the increase of the safety factor.

4.4.3.3. Magnetic field ratio Bθ
BT

The safety factor q at edge is related to the ratio of the poloidal to the toroidal
magnetic fields. Assuming large aspect-ratio approximation, the field ratio can be
calculated from the safety factor value as,

Bθ

BT
= a

q ·R
since q = a

R
· BT

Bθ
(4.28)

where a and R are the minor and major radius of the plasma.

4.4.3.4. Calculation of power conducted from the background plasma

Using the estimates of the parallel heat flux, scrape-off layer width and the magnetic
fields ratio, the power conducted to the wall is estimated using the equation 4.24.

From the figure 4.32, it can be observed that the power conducted to the wall from
the background plasma in the open field line region is highly sensitive to electron
temperature. The electron density in the scrape-off layer only decides the regime at
which the parallel heat flux is estimated through its dependence of the parallel heat
flux in the sheath-limited regime as shown in the equation 4.26. The conducted power
can be as low as few W and it can be as large as tens of kW as shown in the figure 4.32.
For the discharges in the database, the conducted power is in order of tens of W.
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Figure 4.32.: Power conducted from the background plasma in the open field line
region to the wall for the discharge #92459 at 160ms from the trigger
MGI.

In the upcoming section 4.5, the analytical formulae to estimate different power
terms are applied to experimental data and a power balance is performed.

4.5. 1D Power balance of JET-ILW and DIII-D
discharges

The analytical formulae to estimate the various power terms of the RE beam and
background plasma were discussed in the section 4.4. In the present section, the
experimental values are used to estimate different power terms of the RE beam and
background plasma system. Using the power estimates, the power balance of the
systems is performed in this section.

It was observed in the section 3.3 that background plasmas of the JET discharges
were much hotter than the background plasmas of the DIII-D tokamak. Using the
1D power balance, the differences between the JET and DIII discharges are studied
to understand the difference in background plasma temperature. For this study, JET
discharges #92454 and #92459 are used. For the DIII-D tokamak, discharge parameters
are assumed based on the figures and values from (Hollmann 2011; Hollmann 2013).

Two JET-ILW discharges are considered in the comparison of the estimated power: a
discharge with low density background plasma (#92459) and a discharge with high den-
sity background plasma (#92454) with lower temperature of the background plasma.
The parameters of the discharges are tabulated in the table 4.1. The Te -profiles of
the discharges #92459 and #92454 are shown in the figure 4.33. The power balance
estimations are performed during the full conversion of plasma current to the run-
away current. The discharges are compared with a DIII-D discharge in which the
parameters are assumed based on the references. It is to be noted that the core elec-
tron density (ne,cor e ) in the JET-ILW discharges are the lowest possible values and are
subjected to higher uncertainties. However, the electron density in the far scrape off
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layer is expected to be lower than the core electron density. In JET-ILW discharges,
the confined plasma volume (and hence the runaway beam volume) is ∼12 times
more than the DIII-D discharge. Thus, the JET-ILW discharges have higher number of
runaway electrons than the DIII-D discharge.

Parameters
JET-ILW

DIII-D
#92459 #92454

Trigger gas amount (Pa.m3) 7 41 -

Toroidal magnetic field BT (T) 3 3 2

Electric field E RE
|| (V/m) 0.23 0.36 1.91

Runaway current IRE (MA) 0.5 0.67 0.3

Runaway density nRE (m-3) 5.1×1015 5.46×1015 2.27×1016

Central RE energy
E 0

RE (MeV) 6.41 8.51 6.1
(calculated)

Te -profile
< Te >V (eV) 7.44±0.37 3.21±0.12 2

T 0
e (eV) 13.9 13.64

T LC F S
e (eV) 3.15 2.68

Confined density ne,cor e (m-3) 2.15×1018 1.94×1019 1020

Open field line density ne,SOL(m-3) 7.27×1017 7.39×1018 1019

Confined plasma volume Vcon f i ned (m3) 33.3 42.8 2.88

Edge safety factor qed g e (no unit) 10 9.01 5

Radiated power
Pr adi ated (MW) 2.61 10.61 ∼1

(bolometry)

Table 4.1.: Parameters of the JET-ILW discharges and assumed DIII-D discharge used
in the comparison study.

Assuming a steady state of the runaway electron beam, the central energies of the
runaway electron energy distributions for the JET-ILW discharges are calculated by
balancing the electric field acceleration with the synchrotron radiation, collisional
power loss and the bremsstrahlung radiation. The calculated RE distribution function
for the discharges by the balance of the RE beam is shown in the figure 4.34.
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Figure 4.33.: Te -profile of the discharges #92459 (top) and #92454 (bottom). Shaded
regions represent the uncertainty in the Te -profile.

Figure 4.34.: RE distribution functions of the discharges #92459, #92454 and DIII-D
discharge. FWHM of 2MeV is considered for the distributions.

For DIII-D, the estimated central energy of the runaway beam is within the range
observed in figure 5(e) of (Paz-Soldan 2017). For DIII-D, the loop voltage measurement
of figure 1(g) of (Hollmann 2011) was taken (Vloop ∼ 20V). The synchrotron pitch angle
value of 0.1rad is assumed for the synchrotron power estimates (Jaspers 2001).

4.5.1. RE beam power terms
Using the estimated RE distribution function from the power balance of the RE

beam, the power terms of the RE beam are estimated and tabulated in table 4.2. The
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electric field of the JET-ILW discharge #92454 is higher than that of #92459 and thus
the discharge #92454 has higher E-field acceleration as compared to the discharge
#92459. The power source of the RE beam due to the electric field acceleration and the
collisional power transfer to the background plasma estimated given in the table 4.2
are comparable with the simple input power of the runaway beam previously derived
(IRE ×Vloop ; 2.14MW for #92459, 4.49MW for #92459 and 6MW for DIII-D discharge).

RE beam powers (MW) #92459 #92454 DIII-D

(+) PE− f i eld acceler ati on 1.839 4.074 5.994

(-) Ps ynchr otr on 0.137 0.346 0.021

(-) Pbr emsstr ahl ung 0.001 0.010 0.007

(-) Pcol l i si on 1.7 (0.72-2.54) 3.72 (3.67-6.87) 5.97

Table 4.2.: Power terms estimations for runaway electron beams for JET-ILW dis-
charges and assumed DIII-D discharge (bracket terms indicate error bar
due to Te -profile uncertainties).

Significant power is lost by the RE beam due to the synchrotron emission, however,
power lost by the RE beams are predominantly due to the collisional power transfer
withe the BG plasma. As compared to the synchrotron radiation loss and the colli-
sional power loss, the power loss due to bremsstrahlung radiation is negligible for the
discharges as shown in the table 4.2.

4.5.2. Confined background plasma power terms
The power terms of the confined background plasma are estimated using the esti-

mated temperature profiles as shown in the table 4.3. The ohmic power source of the
background plasma is magnitudes lower than the collisional power source from the
RE beam. Thus, the collisional power transfer is the primary source of power for the
background plasma in the confined region. The power conducted from the confined
background plasma Pconducted is to be determined.

Despite having lower volume-averaged temperature, the collisional power of #92454
is almost two times higher than the discharge #92459 due to the higher electron
density. On the other hand, discharge #92454 has ∼9 times more free electrons (Ne,cor e ,
ne,cor e ×Vcon f i ned ) in the background plasma as compared to the discharge #92459
as shown in the table 4.4. Thus, discharge #92459 transfers ∼5 times more power
per free electron (Pcol l i si on/(Ne,cor e )) than the discharge #92454. This higher power
transfer per free electron of the background may be the possible explanation of hotter
background plasma in the discharge #92459 as compared to #92454.

In the table 4.3, it can be observed that the collisional power transfer is comparable
to the radiated power measured by the bolometer for the discharge #92459 whereas
for the discharge #92454, the collisional power transfer is much less than the radi-
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Background plasma powers in
Confined region (MW) #92459 #92454 DIII-D

(+) Pcol l i si on 1.7 (0.72-2.54) 3.72 (3.67-6.87) 5.99

(+) Pohmi c (×10-3) 0.09 (0.04-0.13) 0.16 (0.16-0.27) 0.47

(-) Pr adi ated 2.05 (0.68-2.31) 44.45 (42.45-160.73) 6.45

Pr adi ated 2.61 10.61 ∼1
(bolometer)

(-) Pconducti on TBD TBD TBD

Table 4.3.: Power balance of the confined background plasmas for JET-ILW discharges
and assumed DIII-D discharge (bracket terms indicate error bar due to
Te -profile uncertainties).

#92459 #92454 DIII-D

< Te >V [eV] 7.44±0.37 3.21±0.12 2

Pcol l i si on [MW] 1.7 (0.72-2.54) 3.72 (3.67-6.87) 5.97

Ne,cor e [×1019] 7.16 83 28.8
Pcol l i si on

Ne,cor e
[×10-14 W/e-] 2.37 (1-3.55) 0.45 (0.44-0.83) 2.07

Table 4.4.: Collisional power transferred per free electron of the background plasma for
JET-ILW discharges and assumed DIII-D discharge (bracket terms indicate
error bar due to Te -profile uncertainties).

ated power. It is to be noted that a stationary RE beam is assumed in the RE energy
estimation which may introduce additional uncertainties to the estimation of colli-
sional power transfer. Moreover, collisional power transfer increases with background
plasma temperature as shown in the figure 4.13. Which means that the background
plasma temperature may be higher than estimated Te -profile for the discharge #92454
in order to match the collisional power transfer and the radiated power.

In the discharge #92459, the estimated radiated power loss of the background
plasma is comparable to the collisional power transfer and is in good agreement of the
radiated power measured by the bolometry. The radiated power measured in #92454
is higher than #92459 and this trend is observed qualitatively by the power balance
model. However, the calculated radiated power is overestimated by a factor 4 for the
discharge #92454 as shown in the table 4.3. It is to be noted that in the estimation of
the radiated power, flat electron density profile is considered which may be subject to
higher uncertainty in the estimation. The power terms are qualitatively comparable,
although not exactly balanced due to the simplicity of the model and the assumptions
made in the calculations.
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4.5.3. Open field line background plasma power terms

Background plasma powers in
Open field line region #92459 #92454 DIII-D

(+) Pconducti on (W) TBD TBD TBD

(-) Pconducti on to w all (W) 23.78 (1.63-37.39) 16.04 (15.68-40.3) 4.48

(-) Pr adi ated ,SOL (MW) 0.01 (0.01-0.08) 0.49 (1.13-3.18) 0.22

Table 4.5.: Power balance of the open field line background plasmas for JET-ILW dis-
charges and assumed DIII-D discharge (bracket terms indicate error bar
due to T LC F S

e uncertainties)

In the estimation of power terms for the background plasma in the open field line
region given in table 4.5, the conducted power from the confined to the open line
plasma is not estimated and is left for future work. The power conducted from the
confined background plasma is the source of power for the background plasma in
the open field line region. This term is yet to be estimated. The power lost by the
background plasma in the open field line region due to heat conduction to the wall
is in order of few W and are negligible compared to other power terms. Thus, the
radiated power of the background plasma in the open field line region is the main
power loss channel of the background plasma even though it is only a fraction of
the total radiated power of the background plasma. The estimations in the table
4.5 considers constant temperature of the background plasma in the open field line
region and is the same as the electron temperature at the separatrix (T LC F S

e ). Thus,
high uncertainty in the estimations can be expected associated to this assumption.

4.5.4. Conclusions
• For the RE beam, bremsstrahlung radiation is negligible as compared to syn-

chrotron radiation and collisional power loss.
• The collisional power transfer due to the interaction of the RE beam is the

dominant primary source term to heat the background plasma in the confined
region.

• Higher collisional power transfer per free electron of the background plasma
may be the possible explanation for hotter background plasma.

• Power conducted to the wall from the background plasma is negligible as com-
pared to the radiated power.

• Good qualitative agreement between the background plasma temperature from
the 1D power balance and the measurement from VUV spectroscopy.

It is to be noted that during this power balance estimations, the energies of the
RE beam and the background plasmas are considered constant with net power of
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the systems being zero. By assuming gain or loss in energies of the RE beam and the
background plasma, this power balance can be further improved.

Simulations of the background plasma with the RE beam will be particularly useful
not just for the validation of the experimental background plasma characterization
but also can help in understanding better the interaction of the RE beam with the
background plasma. For this purpose, the background plasma is simulated using a 1D
diffusion model in the chapter 5.
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5. 1D Diffusion model
In chapter 4, a time-independent 1D power balance of the post-disruption systems

showed that the collisional power transfer between the RE beam and the background
plasma is the primary heating term of the background plasma in the JET tokamak.
However, in this power balance, transport within the plasma is not considered and the
time evolution of the background plasma is not addressed. Thus, in the chapter, the
background plasma will be simulated using the 1D diffusion model from (Hollmann
2019). This model was originally developed for the DIII-D tokamak and the code
was adapted to the JET tokamak. In the section 5.1 of this chapter, the diffusion
model is explained. An analysis of sensitive parameters of the model are discussed
in the section 5.2. The CRETIN and ADAS atomic data used in the diffusion model
are compared in the section 5.2.8. Using the simulation results of the JET discharges
from the diffusion model, a database analysis is performed in the section 5.3. The
simulation results are then compared with experimental data analysis performed in
the section 3.3. In the section 5.5, the simulation of a D2 SPI into an argon runaway
background plasma for the JET discharges are discussed.

5.1. Description of the 1D diffusion model
The description of the 1D diffusion model which follows can be found in detail in

(Hollmann 2019).

Inputs

NAr
0,ND

0, ∫ne.dl, 

Pradiated(ρ)

𝑑𝑛𝑖

𝑑𝑡

Diffusion

1

𝑟

𝜕

𝜕𝑟
𝐷𝑖𝑟

𝜕𝑛𝑖
𝜕𝑟

i neutral & ion species

Atomic processes

Si
- + Si

+

Si
-
 loss

Si
+
 source

Based on ni, ne & Pradiated(ρ)

 nRE profile

Based on ni, ne, nRE & Pradiated(ρ)

 Te profile

1:Nt (No of time steps)

Outputs

ni, ne, nRE, Te profiles

Figure 5.1.: Workflow of the 1D diffusion model
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The workflow of the diffusion model is illustrated in the figure 5.1. The line-integrated
electron density

∫
ne ·dl , the total argon atoms N 0

Ar , the total deuterium atoms N 0
D

and radial profile of total radiated power Pr adi ated (ρ) are the inputs of the code. The
model is iterated for Nt number of time steps. The profiles of species densities, free
electron density, RE density and the Te -profile of the background plasma are the
outputs of this diffusion model.

Figure 5.2.: Schematics of 1D diffusion model geometry showing (a) actual experi-
mental geometry and (b) computational domain used in 1D model from
(Hollmann 2019)

A 1D radial grid is used to approximate the 3D geometry as shown in the figure 5.2.
There are two boundary conditions used in the 1D cylindrical geometry (figure 5.2(b)):
RE beam boundary at ρ=1 (at last closed flux surface (LCFS)) and a computational
outer radius Rw (also called wall radius) for the wall boundary at which ions and neu-
trals recycle. The radii ra (corresponding to ρ=1) and Rw are chosen to approximately
give the correct plasma and vacuum vessel volumes. For instance, Rw =1.11m for the
DIII-D tokamak (Hollmann 2019) and for the JET tokamak, the wall radius is taken
as Rw =1.92m. The code solves the continuity equation, for his reason, iterations are
performed.

The species considered in this 1D diffusion model are D2, D, D+, D+
2, D+

3, Ar+n (with
n=0-4 in the original model, for the JET tokamak, it is extended to n=0-9) and ArD+.
For each species i , the continuity equation used is,

dni

d t
=

(∂ni

∂t

)
r ec ycl e

+
(∂ni

∂t

)
pu f f

− 1

r

∂

∂r

(
Di r

∂ni

∂r

)
︸ ︷︷ ︸

diffusion

+
atomic processes︷ ︸︸ ︷

(S+
i −S−

i ) (5.1)

The term
(
∂ni
∂t

)
r ec ycl e

in the equation 5.1 refers to the recycling at the computational
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outer wall Rw . In the model, unity recycling is assumed with no wall pumping. It is
also assumed that only D2 and Ar are released from the wall. Ion and D atom reflection
is ignored in the model. The ions in contact with the wall recombines as neutrals.

The term
(
∂ni
∂t

)
pu f f

in the equation 5.1 refers to the external gas puffing. In addition

to the initial argon and deuterium atoms N 0
Ar and N 0

D , the external gas puffing term
is used to introduce additional atoms on top of the initial number atoms due to the
triggering of the injection. Additional injected atoms are introduced at the computa-
tional wall radius Rw . This is a way to simulate a secondary killer injection made once
the beam is already formed.

The last two terms in the continuity equation 5.1 are the terms due to diffusion and
atomic processes.

5.1.1. Diffusion of species

In the continuity equation 5.1, the term 1
r
∂
∂r

(
Di r ∂ni

∂r

)
refers to the diffusion of the

species. The term Di is the diffusion coefficient of the species i . A single diffusion
coefficient is assumed for all ions and is left as a free parameter. The ion diffusion
coefficient is typically tuned automatically by the code such that it best matches the
measured central line density. For ions, Di values are in order of Di ≈1-10m2s-1. For
neutrals, the diffusion coefficient DN can be expressed as,

DN = v̄i
2

νi ,tot
with v̄i =

√
kTi

mi
(5.2)

The term v̄i is the thermal velocity of the neutral with neutral temperature Ti .

5.1.1.1. Total neutral collision rate νi ,tot

The term νi ,tot in the equation 5.2 is the total neutral collision rate including mo-
mentum scattering and ionization/dissociation and can be expressed as (Chapman
1970; Pigarov 2012),

νi ,tot =
∑

neutrals j
νN N

i j + ∑
ionk

νi N
i k + ∑

ionsk
νC X

i k + ∑
processesm

nmS−
i m (5.3)

The term
∑

neutrals j ν
N N
i j is the sum over neutral-neutral collisions. Using the elastic

neutral-neutral scattering rate in the hard sphere approximation, the term νN N
i j can

be expressed as (Poline 2004; Marrero 1972),

νN N
i j = 2

3

p
πn j vi j

( m j

mi +m j

)
r 2

i j (5.4)

where vi j =
√

2Ti j /µi j is the reduced velocity, Ti j = (m j Ti +mi T j )/(mi +m j ) is the
reduced temperature, µi j = (mi m j )/(mi +m j ) is the reduced mass and ri j = (ri +r j )/2
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is the effective radius for momentum scattering.
The term

∑
ionk ν

i N
i k is the sum over ion-neutral collisions. Using the neutral momen-

tum scattering rate off ions assuming Langevin collisions between ions and polarizable
neutrals can be expressed as (Osterbrock 1961),

νi N
i j = 2.41π(αiµi j )1/2n j Z j e

mi
(5.5)

where αi is the polarizability of the neutral and Z j is the charge of the target ion.
Energy-resolved elastic scattering cross section data for D+D+ elastic scattering colli-
sions is available (Thomas 1997). In this case, an improved ion-neutral scattering rate
is used from theΩ-integral formulation from classical gas dynamics as (Bachmann
1995),

νi N
i j = 4

3
p
π

n jνi j

( m j

mi +m j

)∫ ∞

0
dξe−ξ2

ξ2σM (Ti jξ
2) (5.6)

where σM is the momentum scattering cross section versus center of mass collision
energy.

All symmetric (resonant) charge exchange collisions are included for the term∑
ionsk ν

C X
i k resulting in a fast neutral with random velocity vector. For the rate of

symmetric charge exchange collisions, aΩ-integral is used without the mass ratio as,

νC X
i j = 4p

π
n jνi j

∫ ∞

0
dξe−ξ2

ξ2σC X (Ti jξ
2) (5.7)

The following charge exchange reactions are considered in the term
∑

ionsk ν
C X
i k are

as follows :

Ar+Ar+ → Ar+ +Ar (5.8a)

Ar+Ar2+ → Ar2+ +Ar (5.8b)

D+D+ → D+ +D (5.8c)

D2 +D+
2 → D+

2 +D2 (5.8d)

The term
∑

processesm nmS−
i m is a sum over all collision processes which destroy

neutrals. This is included to capture the effect of the shortening of the mean free path
of neutrals during the neutral diffusion processes due to ionization, dissociation, etc.
The following D destruction reactions are included in this term (Phelps 1992; Pigarov
1996; Anicich 1993; Can 1985):
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e+D → 2e+Ar+ (5.9a)

RE+D → e+RE+D+ (5.9b)

D+
2 +D → D2 +D+ (5.9c)

Ar+ +D → Ar+D+ (5.9d)

Ar2+ +D → Ar+ +D+ (5.9e)

Ar3+ +D → Ar2+ +D+ (5.9f)

Ar4+ +D → Ar3+ +D+ (5.9g)

Ar5+ +D → Ar4+ +D+ (5.9h)

Ar6+ +D → Ar5+ +D+ (5.9i)

Ar7+ +D → Ar6+ +D+ (5.9j)

Ar8+ +D → Ar7+ +D+ (5.9k)

Ar9+ +D → Ar8+ +D+ (5.9l)

In the equations 5.9, e refers to the thermal electrons of the background plasma
and RE refers to the runaway electrons. The following D2 destruction reactions are
included (Phelps 1992; Pigarov 1996; Anicich 1993; Can 1985; Reiter 2004):

e+D2 → e+2D (5.10a)

e+D2 → 2e+D+
2 (5.10b)

e+D2 → 2e+D+D+ (5.10c)

RE+D2 → e+RE+D+
2 (5.10d)

D+ +D2 → D+D+
2 (5.10e)

D+
2 +D2 → D+

3 +D (5.10f)

Ar+ +D2 → Ar+D+
2 (5.10g)

Ar+ +D2 → ArD+ +D (5.10h)

Ar(i+1)+ +D2 → Ari+ +D+
2 (5.10i)

with i from 1-8 in equation 5.10i. Ar destruction reactions included are (Anicich
1993; Scott 2001):

e+Ar → 2e+Ar+ (5.11a)

RE+Ar → e+RE+Ar+ (5.11b)

D+
2 +Ar → D+ArD+ (5.11c)

D+
3 +Ar → D2 +ArD+ (5.11d)

Using the above equations, the total neutral collision rate νi ,tot is estimated. The
next unknown in the neutral diffusion coefficient is the neutral temperature Ti
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5.1.1.2. Neutral temperature Ti

In the equation 5.2, neutral temperatures Ti is estimated with the rate equation,

dTi

d t
=∑

j
νT

i j (T j −Ti )+ ∑
exothermm

ν+mi (Tmi −Ti )

+νdi f f
i (Tw all −Ti )

(5.12)

In the equation 5.12, the term
∑

j ν
T
i j (T j −Ti ) is sum over all species j (excluding

electrons) and reflects heating by different species. The term νT
i j is the thermalization

rate and can be expressed as,

νT
i j =

( 2mi m j

(mi +m j )2

)
νN N

i j (5.13)

where νN N
i j is the neutral-neutral scattering date given in the equation 5.4. In the

equation 5.12, the term
∑

exothermm ν+mi (Tmi −Ti ) is sum over all exothermic reactions
which are given below :

e+D2 → e+2D ∆E = +5eV (5.14a)

e+D2 → 2e+D+D+ ∆E = +6eV (5.14b)

e+D+
2 → e+D+D+ ∆E = +7eV (5.14c)

D+
2 +D2 → D+

3 +D ∆E = +1.7eV (5.14d)

e+D+
3 → D2 +D ∆E = +9.2eV (5.14e)

e+D+
3 → 3D ∆E = +4.8eV (5.14f)

D+
2 +Ar → D+ArD+ ∆E = +1.8eV (5.14g)

D+
3 +Ar → D2 +ArD+ ∆E = +1.1eV (5.14h)

Ar+ +D2 → ArD+ +D ∆E = +1.5eV (5.14i)

Ar+ +D2 → Ar+D+
2 ∆E = +1.7eV (5.14j)

The term ν+mi is the rate at which neutral species i is formed due to reaction m.

The term Tmi =
(M−mi

M

)
∆Em is the reaction product energy where M is the total mass

of reaction products and ∆Em is the total energy released by reaction m. The term

ν
di f f
i (Tw all −Ti ) is a rough estimation of the cooling rate of neutrals i due to heat

diffusion to the wall. It is assumed that the thermal and neutral diffusivity are similar
in size (modulo factors of order unity) (Pigarov 2009). Using the neutral temperature
Ti , the neutral diffusion coefficient given in the equation 5.2 is estimated.
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5.1.1.3. Diffusion flux

The neutral diffusion coefficient DN is estimated using the equation 5.2. In this
system, neutral diffusion coefficients can be quite large (DN ≈50m2s-1) and thus
diffusive treatment is not completely valid (Hollmann 2019). Thus, a flux limit is
imposed on the neutrals to avoid nonphysically large neutral diffusion at certain radii.
Thus, the effective diffusion coefficient DL,i can be expressed as,

DL,i = Di

1+Γi /ΓL
(5.15)

where Γi = Di∇ni is the initial (unlimited) radial flux and ΓL = ni v̄i is the maximum
flux.

5.1.2. Atomic processes
The reactions which destroy neutrals, given in the equations 5.8, 5.9, 5.10 and 5.11,

are used in diffusion of species. In addition to the reactions which destroy neutrals,
reactions which destroy ions are also included. The population of ions are destroyed
by atomic processes such as ionization, recombination and charge exchange. These
reactions are used in the source/sink terms S−

i and S+
i in the continuity equation 5.1

are as follows (Pigarov 1996; Reiter 2004; Scott 2001):

e+D+ → D (5.16)

For the D reactions given in the equations 5.9(a) and 5.16, CRAMD collisional
radiative code (Pigarov 1996) is used with D UV (Lyman) transitions opaque. For cold
D temperatures (∼1eV) and long path lengths (∼1m), this may be true. For the charge
transfer reaction given in equation 5.9(d), the rate coefficient for D2 is used but scaled
to the smaller D radius.

For the reactions involving molecular D neutrals or ions, most recent experimental
data or calculations are used for rate coefficients, but the CRAMD code is used to esti-
mate the enhancement due to vibrational excitation of the molecules. A rough scaling
for D2 vibrational temperature as a function of electron density is used (Hollmann
2006). In the CRAMD code, enhancement of D+

3 rates due to vibrational excitation are
not explicitly treated but are assumed to be similar to D+

2. The vibrational tempera-
tures of D+

2 and D+
3 are assumed to be half as large as D2 vibrational temperature. The

reactions which destroy ions are given below :

e+D+
2 → 2D (5.17a)

e+D+
2 → e+D+D+ (5.17b)

RE+D+
2 → e+RE+2D+ (5.17c)
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e+D+
3 → e+D+D+

2 (5.18a)

e+D+
3 → D2 +D (5.18b)

e+D+
3 → 3D (5.18c)

RE+D+
3 → e+RE+D+ +D+

2 (5.18d)

e+ArD+ → Ar+D (5.19a)

e+ArD+ → e+Ar+ +D (5.19b)

e+ArD+ → e+Ar+D+ (5.19c)

e+Ar+ → Ar (5.20a)

e+Ar+ → 2e+Ar2+ (5.20b)

RE+Ar+ → e+RE+Ar2+ (5.20c)

e+Ar2+ → Ar+ (5.21a)

RE+Ar2+ → e+RE+Ar3+ (5.21b)

D+
2 +Ar2+ → 2D+ +Ar+ (5.21c)

e+Ari+ → Ar(i-1)+ (5.22a)

RE+Ari+ → e+RE+Ar(i+1)+ (5.22b)

with i =3-8 for the equation 5.22. For the electron impact ionization of the argon
neutral, equation 5.11(a), rates from CRETIN code (Scott 2001) is used to approximate
the ionization of UV-thick argon with a cylindrical escape factor. For the Ar+ ionization
given in the equation 5.20(b), experimental data of (Muller 1985) is used but scaled
with the estimated collisional-radiative electron density dependence from CRETIN.

For the electron impact disassociation of ArD+, reactions 5.19(b) and 5.19(c) are
assumed equal probability. For the argon recombination, 3-body, radiative and di-
electronic contributions are considered. Dielectronic recombination was found to be
dominant (Hollmann 2019).

In the original code, electron-impact ionization for states higher than Ar2+ is ignored.
This is because of the fact that for colder background plasmas with Te <2.5eV which
is observed in the DIII-D tokamak, ionization is predominantly through RE impact
ionization. However for the JET tokamak, higher temperatures of the background
plasmas are observed (discussed in the section 3.3). Thus, electron-impact ionization
for higher ionization states of argon are enabled in the current code.

5.1.2.1. RE impact ionization

RE beam have the potential to ionize the neutrals and ions to high ionization states.
Using the Bethe formula for the stopping power of bound electrons on impacting
relativistic electrons, the ionization rate due to the RE beam impact on neutrals and
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ions can be estimated as (Rohrlich 1954),

dE

d x
=2πe4ne,b

me v2

[
log

((γ+1

2

)( K

I∗i

)2)
+ 1

γ2

+ 1

8

(γ−1

γ

)2
−

(2γ−1

γ2

)
log2

] (5.23)

where K is the kinetic energy of the RE beam with Lorentz factor γ, ne,b is the bound
electron density and I∗i is the effective ionization energy taken from (Sauer 2015).
The deposited energy goes into both direct ionization and excitation. The RE impact
excitation can then result in ionization through Auger processes. The total direct
ionization cross section σ∗

i can be expressed as,

σ∗
i =∑

n,l
σ∗

n,l (5.24)

The sublevel ionization cross-section σ∗
n,l is related to the sublevel energy E∗

n,l as
σ∗

n,l ∼ 1/E∗
n,l (Llovet 2014). With the stopping power dE/d x, total ionization σ∗

i is
related as (Peterson 1968),

dE

d x
∼σ∗

i E∗
i ne,b (5.25)

where E∗
i is the ionization energy of the uppermost shell of charge state i . By

combining the equations 5.23 and 5.25, the ionization cross sectionσ∗
i for an arbitrary

charge state i can be obtained. For Ar ions, a small (∼10%) correction for Auger
excitation for lower argon charge states is added using the enhancement factor from
(Salop 1974). For D2 molecule, RE ionization rates are taken from (Rieke 1972).

5.1.3. Estimation of species and free electron density profiles
In this 1D diffusion model, the density profile of species are solved iteratively with

time step d t using the continuity equation 5.1. Correspondingly, the thermal electron
density profile is determined by charge neutrality as,

ne (r ) = ∑
speci es

ni (r ) ·Zi (5.26)

where Zi is the charge state of the species i . The term r represents the radial vector
of the profile. Due to the iterative nature of the code, an initial guess of the density
profiles of the species and free electron density is taken. It can also be seen that
electron and ion temperatures are needed in the estimation of both diffusion and
atomic reactions. Hence, an initial guess of the temperature profile must also be
provided. More information about the sensitivity of different initial guesses will be
seen in the section 5.2.It is to be noted that in this 1D diffusion model, ion tempera-
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tures are assumed to be equal to the electron temperature. This was justified because
ion-electron thermalization timescales are usually much shorter compared to the
problem timescales.

5.1.4. Estimation of RE density profile
In this 1D diffusion model, RE density nRE is estimated from the thermal electron

heat balance equation. Thermal electron temperature Te of the background plasma
is assumed to evolve rapidly (sub-ms timescales) relative to the transport timescales
(several ms). Thus, it is assumed that dTe /d t=0 and so Te is always in equilibrium
during the impurity profile evolution. At higher thermal temperatures, typically
Te >1.5eV, the RE impact is balanced by the line radiation as observed in (Hollmann
2015). This was also observed in the section 4.2 of the chapter 4 where the collisional
power loss of the RE beam was in the same order of magnitude as the radiated power
measured by the bolometry. Thus, an approximate rate equation can be constructed
as,

d

d t

(3

2
ne Te

)
= 0 = nRE

∑
j

n j SRE
j

−∑
k

nk ne Sr ad
k (ne ,Te )− vdi f f

D2
nD2 (Te −Tw all )

(5.27)

where Tw all is the temperature of the wall. In the diffusion model, Tw all is taken as
300K. In the original model proposed in (Hollmann 2019), the energy of the RE beam
K is taken as 1MeV for the DIII-D tokamak. However, higher RE energies are seen in
the JET tokamak from the hard x-ray (HXR) spectra. It is to be noted that higher RE
energies are estimated from the 1D power balance of the RE beam (table 4.2). Thus,
for the JET tokamak, RE energy was taken as K =10MeV(Reux 2015). The accuracy
of the ionization rate is not significantly affected by mono-energetic approximation.
This may be due to the fact that stopping power ()and thus the ionization rate) doesn’t
change significantly for kinetic energies higher than ionization energy.

The term SRE
j in the equation 5.27 is the fast electron stopping power on species j

and can be expressed as,

SRE
j = vRE

n j

(dE

d x

)
j

(5.28)

where vRE is the relativistic velocity of the RE beam corresponding to energy K .
dE/d x is the Bethe stopping power from equation 5.23. The term Sr ad

k is the radiation
rate coefficient for species k. Radiation rate coefficients are calculated with CRETIN
code (Scott 2001). For D2 molecule, radiation cooling rate is taken from EIRENE
code (Reiter 2004). The solution of the RE density nRE can be constrained by using
experimental radiated emissivity εr ad which is represented as,

εr ad =∑
k

nk ne Sr ad
k (ne ,Te ) (5.29)
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The above equation 5.29 is similar to the equation 4.23. The only difference is that in
the equation 4.23, cooling rate is taken from ADAS database (Summers 2004) whereas
in the diffusion model, the equation 5.29 uses cooling rate coefficients from CRETIN
(Scott 2001).

In the equation 5.27, the term vdi f f
D2

nD2 (Te −Tw all express the D2 lost to the wall.

Here, vdi f f
D2

= DD2 /∆R2
w , where ∆Rw = Rw −Ra . Since the equilibration timescale

between the vibrational temperature of D2 Tvi b and electron temperature Te is very
low (∼10µs from (Hollmann 2008)), Te = Tvi b is assumed.

By substituting equation 5.29 in equation 5.28, the rate equation can be rewritten
as,

nRE
∑

j
n j SRE

j = εr ad + vdi f f
D2

nD2 (Te −Tw all )

nRE =
εr ad + vdi f f

D2
nD2 (Te −Tw all )∑

j n j SRE
j

(5.30)

In the 1D diffusion model, the RE density nRE is updated for every few iterations
using the latest information of species densities, electron density profile and the Te -
profile. Similar to species density profiles and Te -profile, initial guess of the RE density
nRE is required before iterations. Initial guess of the nRE profile is estimated using
the radiated power profile and initial guesses of Te and species density profiles. Thus,
experimental radiated power profile is a critical input of the code as RE density and
electron temperatures depend on it.

5.1.5. Estimation of Te profile
In the 1D diffusion model, experimental total radiated emissivity εr ad is given as

an input. This is usually from the tomographic inversion of bolometer data. If no
tomographic inversion is available, the total radiated power is given as input to the
code. From the total experimental radiated power value, a Gaussian emissivity profile
εr ad of width w (usually 0.3m, but can be changed in the code).

From the equation 5.29, it can be observed that emissivity εr ad is a function of
species densities n j , free electron density ne and electron temperature Te . Thus, the
electron temperature Te of the background plasma is determined by matching the
theoretical emissivity from equation 5.29 (from cooling rate coefficients from CRETIN
(Scott 2001)) with the experimental emissivity profile εr ad .

In the 1D diffusion model, the Te -profile is updated for every few iterations using
the information of species density profiles, free electron density profile and the RE
density profile. This updated Te -profile is then used as the input for the next iteration
for the calculation of diffusion and atomic processes.
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5.1.6. Conservation of Ar and D atoms
At the end of each iteration, the total number of Ar and D atoms are recalculated as,

N tot
Ar /D =∑

ρ

(
dV (ρ)

∑
i

n Ar /D
i (ρ)

)
(5.31)

where dV (ρ) is the grid volume corresponding to the normalized radius ρ. n Ar
i

comprises of argon species for N tot
Ar and deuterium species nD

i corresponds to N tot
D .

The total Ar and D atoms from the model N tot
Ar /D can be either higher or lower than

the initial input atoms, N 0
Ar and N 0

D . When the model predicts fewer atoms, N tot
Ar /D <

N 0
Ar /D , neutrals are added near the tokamak wall. When the model predicts higher

atoms, N tot
Ar /D > N 0

Ar /D , the species density profiles n Ar /D
i are scaled as,

n Ar
i = A Ar ·n Ar

i for Ar species with A Ar =
N 0

Ar

N tot al
Ar

nD
i = AD ·nD

i for D species AD = N 0
D

N tot al
D

(5.32)

5.2. Sensitivity analysis of the 1D diffusion model
In the section 5.1, the working of the 1D diffusion model was explained. Before

eventually simulating the background plasma in this chapter, the sensitivity of the
parameters in the model should be analyzed. The following are the parameters upon
which the results of the simulation from the diffusion model can be sensitive :

1. initial guesses of the parameters
2. inclusion of higher ionization states
3. inclusion of electron impact ionization
4. impact of RE direct ionization
5. conservation of Ar and D atoms
6. change of wall radius Rw

7. iteration time step
8. rate calculations from atomic model

In the 1D diffusion code, experimental emissivity profile ε is an important input
parameter. For the simulations, experimental emissivity profile ε is constructed using
total radiated power from bolometer, assuming a Gaussian radius of 30cm. In the 1D
diffusion code, the emissivity profile is fixed during the simulation and no evolution is
considered.
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5.2.1. Initial guesses of the parameters
As discussed in the section 5.1, the 1D diffusion model simulates the background

plasma iteratively. This means that before the iteration, the initial guesses of the
parameters : electron density profile, electron temperature profile, species density
profiles and RE density profile, should be given. For simplicity, the initial guesses of
the electron density and temperature profile assumes a flat profile in the confined
region ρ ≤1. From ρ=1 until the wall, the electron density and temperature decreases
linearly as shown in the figures 5.3 and 5.4. Ar the confined region, initial value of
the background plasma temperature is taken as T 0

e and at the wall, Tw all =300K or
0.026eV.

Figure 5.3.: Shape of the electron density profile ne (ρ) with n0
e =1.66×1019 m-3

Figure 5.4.: Shape of the electron temperature profile Te (ρ) with T 0
e =20eV

5.2.1.1. Initial guesses of electron density n0
e

Three initial guess of the core electron density n0
e is swept as shown in the figure

5.3 : the red dotted line (n0
e =1.66×1019 m-3) corresponds to an actual line-integrated

density measurement (
∫

ne ·dl =4.4×1019 m-3 ) from interferometry for the discharge
#95125, blue dashed line with n0

e =1020 m-2 and green solid line with n0
e =2×1020 m-3.
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The core electron temperature value for the initial guess is T 0
e =20eV and RE density

is from the radiated power profile (as discussed in section 5.1). Species density is
assumed such that half of the electron density comes from Ar1+ and other half from
D1+. The other species are set to zero initially.

Figure 5.5.: Profile of (a) Temperature Te , (b) electron density ne , (c) RE density nRE

and (d) total argon density nAr , after 5ms simulation with d t=500ns. Ini-
tial guess of the core electron density n0

e is swept.
It can be seen from the figure 5.3 that for a magnitude change in the initial guess

of the electron density, no significant change is observed in the electron density, RE
density and the total argon density of the simulation. In the temperature profile, no
change is observed in the confined region. Near the wall, temperature seems to be
slightly higher for a magnitude change in the initial density guess. This change in the
temperature may be due to the fact that the cooling rate coefficients used in the tem-
perature estimation are selected from the initial guess of the electron density profile.
As discussed in the section 4.4, the dependence of the cooling rate coefficients on the
electron density is very weak and the simulation should not be affected significantly
due to the initial guess of the electron density profiles.

5.2.1.2. Initial guesses of electron temperature T 0
e

Now, the initial guess of the electron density is fixed at n0
e =1.66×1019 m-3. The initial

guess of the temperature profile T 0
e is swept in the figure 5.4. It can be observed from

the figure 5.6 that initial guess of the Te -profile has no effect on the simulation results.
It is to be noted that by changing the initial guess of the temperature profile, the

initial energy of the system is changed. However, the 1D diffusion code efficiently
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Figure 5.6.: Profile of (a) Temperature Te , (b) electron density ne , (c) RE density nRE

and (d) total argon density nAr , after 5ms simulation with d t=500ns. Ini-
tial guess of the core electron temperature T 0

e is swept.

converges as shown in the figure 5.7. Thus, it can be said that the code is insensitive to
the initial guess of the temperature profile.

Figure 5.7.: Time evolution of the plasma energy Epl asma of the background plasma in
the confined region for the discharge #95125. The simulation is performed
for 5ms simulation with iteration time step is d t=500ns.

The initial guess of the temperature is used to estimate the diffusion coefficients
of the neutrals DN for the first iteration. But since neutral diffusion coefficient is
flux limited (equation 5.15), the effect of initial guess of the Te -profile is considerably
reduced.
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5.2.1.3. Initial guesses of species density profiles

The next parameter to analyze is the initial guesses of the species density profiles.
The initial guess of the electron density and temperatures are fixed at n0

e =1.66×1019 m-3

and T 0
e =20eV respectively in the figure 5.8. It is assumed that half of the free electron

comes from Ar1+, Ar2+, Ar3+ or Ar4+ ionization states corresponding to the red (dotted),
blue (dashed), green (dashed dotted) and purple (solid) of the figure 5.8. The other
half of the free electrons comes from D1+ in all the cases. Other ionization states are
assumed to be absent before the simulation.

Figure 5.8.: Profile of (a) Temperature Te , (b) electron density ne , (c) RE density nRE

and (d) total argon density nAr , after 5ms simulation with d t=500ns. Ini-
tial guess of the species densities are swept.

It can be observed in the figure 5.8 that increase in the initial predominant species
(Ar1+-Ar4+), the central temperature T 0

e and core RE density n0
RE increases whereas

the core electron density n0
e slightly decreases. It can also be observed in the figure

5.8(a) that higher the predominant ionization states, lower is the electron temperature
outside the confined region. On looking at the total argon density profile shown in the
figure 5.8(d), it can be seen that most of the argon impurities is near the wall as neutral
due to lower temperatures. In the confined region, argon ions of higher ionization
states are present which contributes to the higher temperature.

An energy profile can be constructed for different initial guesses of the species
density profiles as shown in the figure 5.9 and it can be observed that higher the
ionization states in the assumption of the initial guesses, the stored energy increases
in the confined region. Thus, by assuming higher ionization states as the initial guess
of the parameters, higher initial potential energy of the system may be assumed which
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Figure 5.9.: Plasma energy profile constructed using Te and ne profiles from the 1D
diffusion code for the discharge #95125, for various initial guesses of the
species densities. Background plasma is simulated for 5ms with iteration
time step d tsi mul ati on=500ns.

results in the higher electron temperature of the background plasma. Thus, the initial
guesses of the species density should be carefully dealt with.

5.2.1.4. Initial guesses of RE density

As discussed in the section 5.1, RE density is calculated from the radiated power
profile. In the figure 5.10, the red (solid) data has RE density profile from the experi-
mental emissivity profile (with total radiated power Pr ad =2MW and Gaussian radius
30cm, for the discharge #95125). In the blue (dashed) data of the figure 5.10, the initial
guess of the RE density nRE is increased by a factor 10. The initial guess of the electron
density and temperatures are fixed at n0

e =1.66×1019 m-3 and T 0
e =20eV respectively. It

is assumed that one half of the free electrons are from Ar1+ and other half is from D1+.
From the figure 5.10 , no change in the simulation results are observed by changing
the initial guess of the RE density profile.

On analyzing the sensitivity of various initial guesses of the parameters, the initial
guesses of the species densities was found to be the most sensitive which can signifi-
cantly change the simulation results. The initial guess of the electron density are a bit
sensitive as the cooling rate coefficients are selected based on the magnitude of the
initial electron density profile. On the other hand, the initial guesses of the electron
temperature profile and the RE density profiles were found not to alter the simulation
results.

By default, the initial guess of the electron density profile is taken from interferome-
try (for instance, n0

e =1.66×1019 m-3 for #95125) for all the simulations of 1D diffusion
code. The initial guess of the electron temperature profile is fixed as T 0

e =20eV and it is
assumed that one half of the free electrons are from Ar1+ and other half from D1+. The
RE density is taken from the radiated power profile by default.
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Figure 5.10.: Profile of (a) Temperature Te , (b) electron density ne , (c) RE density nRE

and (d) total argon density nAr , after 5ms simulation with d t=500ns.
Initial guess of the RE density nRE is swept.

5.2.2. Inclusion of higher ionization states
In the original 1D diffusion model (Hollmann 2019), only argon species up to

Ar4+(ArV) are considered. From the VUV spectroscopy of the JET tokamak, higher
ionization states such as Ar8+ and Ar9+ are observed (figure 3.27). Thus, in the 1D
diffusion model, the atomic reactions and diffusion of higher ionization states up to
Ar10+ are added to simulate the background plasmas in the JET tokamak.

The profile of various parameters after 5ms simulations with and without the inclu-
sion of higher ionization states are shown in the figure 5.11. It can be observed that by
including higher ionization states, the electron temperature and density profiles are
slightly higher than by excluding higher ionization states. No significant change in the
RE density can be observed though from figure 5.11(c). On looking at the total argon
density profile shown in the figure 5.11(d), it can be observed that near the wall, fewer
argon atoms are found when higher ionization states are included. As argon atoms
near the wall are neutrals due to low temperature, fewer argon neutrals are observed
with inclusion of higher ionization states than the original model. This is qualitatively
consistent with the low argon neutral brightness in the VUV spectra in the far-SOL
region (figure 3.29).
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Figure 5.11.: Profile of (a) Temperature Te , (b) electron density ne , (c) RE density nRE

and (d) total argon density nAr , after 5ms simulation with d t=500ns.
Inclusion of higher ionization states are compared.

5.2.3. Inclusion of electron impact ionization
In the original 1D diffusion model (Hollmann 2019), electron-impact ionization

of higher ionization states starting from Ar2+ is neglected. This is due to the fact
that direct ionization due to the RE beam may be much stronger than the electron-
impact ionization. However, in the original model, RE energy of ERE =1MeV was
considered for the DIII-D tokamak (Hollmann 2019). For the JET tokamak, we assume
ERE =10MeV(Reux 2015) and RE impact ionization may be much lower for the JET
tokamak as compared to the DIII-D tokamak. This is because the cross section of
RE impact ionization decreases with RE energy. Thus, the effect of including the
electron-impact ionization in the 1D diffusion model is studied.

From the figure 5.12, it can be seen that by including the thermal electron impact
ionization, there is no significant change in the simulation results of the diffusion
model. From the figure 5.13, it can be observed that ionization of Ar0+ (argon neu-
tral) is predominantly through thermal electron impact ionization. For Ar1+ and Ar2+,
electron-impact ionization is important for very high Te . For ionization states beyond
Ar2+, ionization is predominantly through RE ionization rather than thermal electrons.
Thus, excluding the electron-impact ionization can be a good approximation How-
ever, for completeness, electron impact ionization for higher ionization states are
performed in the 1D diffusion model for the JET tokamak.
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Figure 5.12.: Profile of (a) Temperature Te , (b) electron density ne , (c) RE density
nRE and (d) Effective ion charge state Ze f f , after 5ms simulation with
d t=500ns. Inclusion of electron-impact ionization for higher ionization
states.

Figure 5.13.: Ratio of the ionization rates due to thermal electron-impact ionization
and RE direct ionization for ERE =10MeV (solid) and ERE =1MeV (dashed)
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5.2.4. Impact of RE direct ionization
In the cold background plasma, argon particles can be ionized through two mecha-

nisms : ionization by thermal electrons and RE impact direct ionization. From the VUV
spectroscopy of the JET tokamak, it was observed that for argon background plasma,
Ar1+ and Ar2+ are the most predominant charge states. In addition, higher ionization
states such as Ar8+ can also be observed In the confined background plasma, probably
due to the direct impact of RE beam. It can be seen from the figure 5.13 that hotter
background plasma may result in Ar1+ and Ar2+ even without RE impact ionization,
however, higher ionization states may be due to RE beam. Thus, the effect of including
RE impact ionization on the simulation results are checked.

Figure 5.14.: Profile of (a) Temperature Te , (b) electron density ne , (c) RE density
nRE and (d) Effective ion charge state Ze f f , after 5ms simulation with
d t=500ns. Inclusion and exclusion of RE impact direct ionization.

From the figure 5.14, the RE beam enhances the direct ionization and as a result,
the electron density increases (figure 5.14(b)) and effective ion charge state (figure
5.14(d)). There is an increase in the electron temperature in the confined region as
shown in the figure 5.14(a).

From the figure 5.14(a), it can also be observed that the increase in the confined
electron temperature is only ∼0.5eV. As discussed in section 3.2, the line intensities
depend primarily on the electron temperature (see figure 3.21 for instance) Thus,
it can be said that RE beam contributes mainly by direct impact ionization of the
background plasma and RE beam excitation is rather very small. From the figure 5.15,
it can be seen that for ERE =10MeV, the ratio between the excitation to ionization rate
coefficients due to the direct impact of the RE beam is as small as ∼3%. The data are
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Figure 5.15.: Ratio of the excitation to ionization rates due to RE direct impact. Data
taken from (Bretagne 1986).

taken from (Bretagne 1986). Thus, the RE direct excitation can be neglected as they are
much smaller. It is to be noted that during the Te -estimation from VUV spectroscopy
(discussed in the section 3.2), RE impact direct excitation is neglected.

5.2.5. Conservation of Ar and D atoms
As discussed in the section 5.1, by the end of each iteration, the total number of the

argon and deuterium atoms are counted and the species densities are resealed such
that number of atoms are conserved by the end of each iteration. The dependency of
the simulation results on the conservation of the argon and deuterium atoms are now
studied. In the 1D diffusion code, the argon and/or deuterium atoms conservation is
switched off and the simulated results are compared as shown in the figure 5.16. For
these simulations, the same default values of the initial guesses are used.

It can be observed from the figure 5.16(a) that electron temperatures are higher in
the confined region when argon atoms are conserved (red dotted and green dashed
dotted). The effect of deuterium atoms conservation on temperature Te and total
argon density ntot al

Ar is clear seen only near the wall. RE density is higher when argon
conservation is in place as shown in the figure 5.16(b) and no clear effect of the
deuterium conservation on the RE density profile is seen. For the case of both argon
and deuterium atoms conservation (red dotted and green dashed dotted), the electron
density is the lowest as shown in the figure 5.16(b).

Usually in the 1D diffusion code, free electron and species densities are usually
overestimated. The conservation mechanism in the code scales down the profiles
such that the total argon and deuterium atoms are conserved. Thus, when argon and
deuterium atoms are not conserved, the density profiles are high as shown in the
figure 5.16. By turning off the conservation, the argon and deuterium atoms continues
to increase in the 1D diffusion code which is non-physical. Thus,the conservation
mechanisms are always turned on in the code.
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Figure 5.16.: Profile of (a) Temperature Te , (b) electron density ne , (c) RE density nRE

and (d) total argon density nAr , after 5ms simulation with d t=500ns.
Conservation of the Ar and D atoms are switched on and/or off.

5.2.6. Change of wall radius Rw

As shown in the figure 5.2, an outer (wall) radius of the model Rw is chosen to
give the correct vacuum vessel volume. For instance, Rw =1.92m is chosen such that
the total plasma volume in the model is 190m3. However, this 190m3 is the total
volume of the vacuum vessel including recessed volumes behind the plasma facing
components which are less well connected to the main part of the vessel. Using the
wall coordinates (see the thick black data line in the figure 3.2 for instance) and the
plasma radial position, Rw can be estimated as 1.3-1.4m in the JET tokamak. The
question is how sensitive is this wall radius to the 1D diffusion model. To study this,
the wall radius is swept from 1m to 2.5m as shown in the figure 5.17. For reference,
for DIII-D, Rw is taken as 1.1m and for previous sensitivity studies, Rw =1.92m.

As seen from the figures 5.17(a) and 5.18(a), the electron temperature Te in the
confined region increases with the increase in the wall radius Rw .

As explained in the section 5.1, RE density is calculated based on the profiles of
radiated power emissivity, electron temperature and density. Thus, RE density nRE

increases with wall radius Rw as shown in the figures 5.17(c) and 5.18(c). It is also
observed that the total RE current (IRE = (ec/2πR)

∫
ρ nRE (ρ)dV (ρ)) also increases with

the wall radius Rw .
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Figure 5.17.: Profile of (a) Temperature Te , (b) electron density ne , (c) RE density nRE

and (d) total argon density nAr , after 5ms simulation with d t=250ns.
Sweep of the wall radius Rw .

Figure 5.18.: Dependence of the (a) temperature Te , (b) electron density ne , (c) RE
density nRE and (d) effective ion charge state Ze f f on the wall radius Rw ,
after 5ms simulation with d t=250ns.
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On the other hand, the electron density decrease with the wall radius Rw . However,
the total number of free electrons (

∑
ρ ne (ρ) ·dV (ρ)) increases with the wall radius Rw .

Therefore, for N 0
Ar argon atoms for all the simulation, the average ion charge state

Ze f f increases with the wall radius Rw as shown in the figure 5.18(d). From the figure
5.17(d), it can be seen that lower the wall radius, higher is the total argon density ntot al

Ar
near the wall which is predominantly argon neutrals. Thus, it can be observed that
argon neutral content decreases with increase in the wall radius.

Figure 5.19.: Diffusion coefficient profiles of Ar neutrals for different wall radii Rw ,
after 5ms simulation with d t=250ns. In the code, the maximum value of
the diffusion coefficient is set as 1500m2/s by default.

The increase of electron temperature and the decrease of electron density with
increase in the wall radius Rw in the diffusion code may be related to the transport
phenomenon. For larger wall radius Rw , large volume may confine the particles better,
this may be merely a size effect. From the figure 5.19, it can be seen that for smaller wall
radius Rw , the diffusion coefficient increases steeply closer to the wall. For larger wall
radius Rw , the increase in Ar neutral diffusion coefficient is rather smooth. This may
suggest that particles are better confined in larger wall radius and thus the background
plasma is hotter. Thus, transport may be one of the reason why hotter background
plasmas are seen at JET.

5.2.7. Iteration time step
In the 1D diffusion model, the iteration step size d t should be defined for which the

continuity equation 5.1 is solved. For higher d t , the code undergoes computational
error and thus the results are nonphysical. On the other hand, smaller time steps take
longer computational time.

Simulations are performed with different iteration time steps : d t=500ns (red dot-
ted), d t=250ns (blue dashed) and d t=125ns with the wall radius Rw =1.92m. It can be
seen from the figure 5.20 that iteration time step d t seems to have no effect on the
results of the simulation. For Rw =1.92m, d t <500ns gives nonphysical results. Thus,
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Figure 5.20.: Profiles of (a) Temperature Te , (b) electron density ne , (c) RE density nRE

and (d) total argon density nAr , after 5ms simulation with d t=500ns (red
dotted), d t=250ns (blue dashed) and d t=125ns (green solid) time steps.
Wall radius Rw =1.92m for all the simulations.

all simulations using the 1D diffusion code are performed with iteration times step
d t=500ns for wall radius Rw =1.92m.

However, when 1D diffusion code is run for different wall radii with d t=500ns, it can
be observed from the figure 5.21 that for Rw <1.91m (dashed data), the 1D diffusion
code gives a non-physical solution. As seen from the figure 5.21(d), the argon species
are predominantly neutrals. As a consequence, the calculated electron density drops
to a very low value as shown in the 5.21(b). Thus, the electron temperature T 0

e is
saturated at Te =100eV (upper bound of Te in the model) as shown in the 5.21(a). The
estimated RE density n0

RE is in order of 1025 m-3 which is non-physical. For Rw =1.91m,
the evolution seems to be smooth.

From the figure 5.21(b), it can be observed that the larger the wall radius, the longer
it takes for the ne to drop to very low value. One possible reason is that with larger
wall radius (with larger volume), the diffusion code is less constrained to solve the
transport equations. For smaller volumes (smaller wall radius), small iteration time
steps d t are needed to resolve smaller volume. For this reason, the iteration times
scale is fixed to d t=250nm and this problem was not observed as shown in the figure
5.17.
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Figure 5.21.: Time evolution of the (a) temperature Te , (b) electron density ne , (c) RE
density nRE and (d) fractional abundance of Ar neutrals f 0

Ar+ for different
values of the wall radius Rw , after 5ms simulation with d t=500ns.

5.2.8. Rate calculations from atomic model
As illustrated in the figure 5.1, the 1D diffusion model computes atomic processes

for which rate coefficients (ionization, recombination and cooling rate coefficients)
are used as discussed in the section 5.1.2.

Figure 5.22.: Comparison of ionization rate coefficients from (a) CRETIN and (b)ADAS
atomic models

In the 1D diffusion model, the rate coefficients are taken from the CRETIN atomic
model. CRETIN is a multi-dimensional radiation transfer code based on non-local
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thermodynamic equilibrium (NLTE) (Scott 2001).
The rate coefficients from the CRETIN atomic model is compared with ADAS atomic

model (Summers 2004). ADAS atomic model is based on collisional-radiative equi-
librium. ADAS atomic data are used in Te -estimation from the VUV spectroscopy
discussed in the section 3.2.

Figure 5.23.: Comparison of recombination rate coefficients from (a) CRETIN and
(b)ADAS atomic models

Figure 5.24.: Comparison of cooling rate coefficients from (a) CRETIN and (b)ADAS
atomic models

From the figure 5.23, it can be observed that recombination rate coefficients from
the CRETIN atomic model are magnitudes higher than that of the ADAS atomic model,
for higher ionization states. Therefore, higher ionization maybe more present in the
1D diffusion model using ADAS atomic data as compared to the CRETIN atomic data.
It is to be noted that radiative, dielectronic and 3-body recombinations are considered
in the figure 5.23.
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As shown in the figure 5.24, cooling rate coefficients of CRETIN atomic model
are comparable to the ADAS atomic model. The only exception is the cooling rate
coefficients of argon neutral (black data line) which are magnitudes higher for CRETIN
atomic data as compared to ADAS atomic model.

Figure 5.25.: Argon fractional abundance from 1D diffusion model using CRETIN (red
dashed) and ADAS (blue solid) atomic models

Figure 5.26.: Profiles of (a) Temperature Te , (b) electron density ne , (c) RE density nRE

and (d) total argon density nAr , after 5ms simulation with d t=500ns.
Wall radius Rw =1.92m for all the simulations.

From the figure 5.25, it can be observed that at lower ionization states (up to Ar2+),
thermal electron-impact ionization rate coefficients are comparable for CRETIN and
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ADAS atomic data. However, for higher ionization states, ADAS ionization rates are
much higher than CRETIN atomic model. It is to be noted that for higher ionization
states, RE impact ionizations are much higher than electron-impact ionization as
shown in the figure 5.13 for bothe CRETIN and ADAS atomic models. Thus, total
ionization rate coefficients may not be sensitive to the atomic model used in the 1D
diffusion model.

In the 1D diffusion model, rate coefficients from CRETIN and ADAS atomic models
are used and the simulation results are compared as shown in the figure 5.26. It was
observed from the figure 5.23 that CRETIN atomic model predict higher recombination
as compared to ADAS atomic model. As a result, ADAS predicts higher fractional
abundance of ionization states as compared to CRETIN atomic model as shown in the
figure 5.25.

Due to higher argon fractional abundance prediction, ADAS predicts higher elec-
tron density profile ne (ρ) than CRETIN atomic model as shown in the figure 5.26(b).
CRETIN predicts higher RE density profile nRE (ρ) than ADAS atomic model as shown
in the figure 5.26(c).

As discussed in the section 5.1.5, Te -profile is estimated from species and elec-
tron density profiles using cooling rate coefficients. As shown in the figure 5.24,
CRETIN atomic model has higher cooling rate coefficients than ADAS atomic model.
Thus, ADAS predicts higher electron temperature profile T 0

e ∼17.5eV than CRETIN
(T 0

e ∼3.5eV) due to the difference in cooling rate coefficients. Thus, the rate coeffi-
cients used on the 1D diffusion code may significantly change the results and should
be dealt with care.

Now that the sensitivity of different parameters are performed, the argon backround
background plasmas are simulated using this 1D diffusion model in the section 5.3 for
a database of discharges defined in the section 3.3.

5.3. Simulation of argon background plasma
A database of JET discharges of the MGI and SPI experiments from the section 3.3 is

simulated using the 1D diffusion code.
For a given discharge, the full simulations are split into "macroscopic" simulations

(tsi mul ati on=5ms) for which the input parameters of the code (argon and deuterium
content, total radiated power, plasma radius Ra and line-integrated electron density
measurement from interferometry) are given. For the first simulation, it is assumed
that only Ar1+ and D1+ species are present. From the second simulation, the species
density profiles of the previous iterations is carried forward as the initial guesses f
the species densities. Using the line-integrated electron density measurement from
interferometry (see section 3.1 for more information), the initial guesses of the electron
density profile is assumed for each "macroscopic" simulations. Initial guesses of the
electron temperature profile is taken as T 0

e =20eV whereas the initial guess of RE
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density profile is taken from radiated power emissivity profile.
The background plasmas are simulated starting from quiet current quench until

the end of the beam phase. The time step of macroscopic simulations is 5ms with
iteration time step d t=500ns. Since the effect of changing the wall radius is yet to be
fully understood, the wall radius is fixed at Rw =1.92 for all the simulations. Using the
total radiated power Pr adi ated from bolometry measurement, a Gaussian emissivity
profile is considered with width 30cm.

Figure 5.27.: Time evolution of (a) plasma current Ip (from magnetic measurements),
(b) simulated volume averaged temperature profile < Te >V , (c) simu-
lated core temperature T 0

e and (d) simulated temperature at SOL T LC F S
e .

Background plasmas are triggered by various amount of Ar MGI and
simulated by the 1D diffusion code.

The time evolution of the background plasma characteristics as simulated by the
diffusion code is shown in the figure 5.27. It can be observed that during the RE
plateau phase, the background plasma temperatures are fairly constant.
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Figure 5.28.: Dependence of the time and volume averaged core electron density
< ne,cor e > on the amount of Ar MMI used to trigger the background
plasma for (a) MGI and (b) SPI discharges. Core electron density profile
< ne,cor e > is estimated from the 1D diffusion code.

As shown in the figure 5.28(a), the core electron density from the 1D diffusion model
increases with the Ar MMI amount for the MGI cases. This is consistent with increase
of (relative) line-integrated density rise in the core < dne,cor e > (measured from the
interferometry) with Ar MGI amount used to trigger disruption (figure 3.5).

Figure 5.29.: Dependence of the time and volume averaged background electron tem-
perature << Te >V >t on the amount of Ar MMI used to trigger the back-
ground plasma for (a) MGI and (b) SPI discharges. Electron temperatures
<< Te >V >t are estimated from the 1D diffusion model.

The time and volume averaged electron temperature of the background plasma
<< Te >V >t show very weak correlation with the Ar MMI content used to trigger dis-
ruption as shown in the figure 5.29. It can also be observed that some SPI discharges
are much hotter than MGI discharges. This trend is opposite to experimental estima-
tions (figure 5.29) where electron temperature of the background plasmas is lower for
SPI discharges than MGI discharges.
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Figure 5.30.: Dependence of the time and volume averaged background electron tem-
perature << Te >V >t on the time and volume averaged electron den-
sity < ne,SOL > at the scrape-off layer (SOL) for (a) MGI and (b) SPI dis-
charges. Electron temperatures << Te >V >t and electron density at SOL
< ne,SOL > are estimated from the 1D diffusion model.

From the figure 5.30, the dependency of the time and volume averaged electron
temperature of the background plasmas << Te >V >t on the electron density in the
SOL is very weak. The volume-averaged electron density value outside the confined
region (with ρ >1) is taken as the electron density in the SOL region.

Quantity
Values

MGI SPI

<< Te >V >t
1.82-9.8eV 2.52-14.55eV

78% between 2.02-2.93eV 78% between 2.52-10.67eV

< T 0
e >t

2.5-38.68eV 5-45.82eV

78% between 2.61-3.83eV 78% between 5-34.97eV

< T LC F S
e >t

0.26-0.8eV 0.55-0.86eV

78% between 0.26-0.65eV 78% between 0.6-0.86eV

Table 5.1.: Range of background plasma temperatures simulated using the 1D diffu-
sion code for MGI and SPI discharges.

The ranges of background plasma temperatures simulated using the 1D diffusion
model are given in the table 5.1. It can be observed that the temperatures of the simu-
lated background plasmas are much lower than the estimated Te -profiles from the
VUV spectrometer for MGI discharges(see table 3.2). For SPI discharges, the simulated
background plasma temperature is higher than temperature estimations from VUV
spectroscopy. It is to be noted that in the 1D diffusion model, it is assumed that Te =Ti .
If Te À Ti may be in reality, the simulated temperature may be a lower bound of the
actual electron temperature. Thus, even with comparatively lower temperatures (as
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compared to Te estimation from VUV spectroscopy), JET have hotter background
plasma than DIII-D when simulated using the 1D diffusion model (Hollmann 2011).

5.4. Summary
1D diffusion model:

• 1D diffusion considers particle diffusion and atomic processes such as ionization,
recombination and charge exchange.

• Input parameters: argon and deuterium content, line-integrated free electron
density measurement, total or profile of radiated power

• Output parameters: species densities, electron density, electron temperature
and RE density profiles

• Diffusion code is sensitive to initial guesses of the species densities.
• Higher temperatures are predicted by the diffusion code using ADAS atomic

data, consistent with the VUV measurements.
• Code predicts higher background plasma temperatures for higher geometrical

wall radius.

Database analysis:

• 1D diffusion code predicted much lower temperature (2.02-2.93eV) than VUV
estimations (6-18eV), using the default CRETIN atomic data.

• Background plasma temperature decreases with increasing argon amounts,
reverse trend of Te estimations from VUV spectroscopy.

5.5. Analysis of D2 SPI in JET tokamak
As discussed in the section 2.5, Shattered Pellet Injection (SPI) is currently the

baseline RE beam mitigation method for ITER. In the JET tokamak, RE mitigation
injections were tried using high-Z MMIs as discussed in the section 3.3. During the
2019 JET-SPI experiments, mitigation of the RE beam was attempted using D2 SPI
from barrel A following the experiments in the DIII-D tokamak (Shiraki 2018).

Various RE beam mitigation scenarios in the JET tokamak are shown in the figure
5.31. During a standard RE mitigation scenario using Ar SPI, the high-Z impurities
rise the electron density (figure 5.31(a)) and thus mitigate the RE beam which is seen
through plasma current decay (figure 5.31(a)) and rise in hard x-ray signal (figure
5.31(d)).
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Figure 5.31.: Comparison of RE beam mitigation scenario in the JET tokamak using :
Ar SPI from barrel A (red dashed), Ar SPI from barrel B (blue dashed) and
D2 SPI from barrel A (black solid), showing (a) plasma current, (b) loop
voltage, (c) line-integrated electron density (interferometry) and (d) hard
x-ray signal. RE beams are triggered using ∼3Pa.m3 Ar MGI.

When D2 SPI is injected into the Ar background plasma, instead of plasma decay
(in the case of high-Z impurities), the RE (plasma) current increases (figure 5.31(a)).
The line-integrated free electron density and the hard x-ray signal drops to very low
non-measurable values (from figures 5.31(c) and 5.31(d)). The increase in the plasma
current after D2 SPI entry maybe due to the decrease in the resistivity of the RE beam
and the background plasma system. D2 SPI leads to fast benign termination of the
RE beam even at high currents without any visible localized wall impact. This benign
termination maybe due to the kink instabilities (Paz-Soldan 2019).

The impact of D2 SPI in the Ar background plasma was also reported in DIII-D
tokamak (Shiraki 2018) as shown in the figure 5.32. D2 SPI impact was also reported in
the ASDEX-Upgrade tokamak (Pautasso 2020). However, in the JET tokamak, ∼1-4MW
of radiated power are measured by the bolometry which was not observed in DIII-D
and ASDEX-Upgrade tokamaks.

In DIII-D tokamak, when the 1D diffusion model was applied to the case of D2 SPI
into the argon background plasma (Hollmann 2020), the electron temperature drops
to <1eV during which the plasma recombines. As a result, the free electron density
drops to very low value as seen from the experimental measurements. It was also
observed in DIII-D tokamak that argon line radiation drops after D2 SPI entry and
the appearance of deuterium lines suggests expulsion of argon from the background
plasma (Hollmann 2020).
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Figure 5.32.: Comparison of RE beam mitigation scenario with 100% D SPI (red dotted)
as compared to RE mitigation with 92% Ne+8% D SPI (blue solid) in the
DIII-D tokamak (Shiraki 2018), showing (a) plasma current, (b) externally
measured loop voltage, (c) line-integrated free electron density and (d)
hard x-ray signal. RE beams are triggered by injection of small cryogenic
argon pellets.

Using the 1D diffusion model (section 5.1), the effect of D2 SPI on the argon back-
ground plasmas are studied. It should be noted that Te estimation from the VUV
spectroscopy (section 3.2) cannot be applied to D2 SPI experiments. This is due to the
fact that PEC data used in the model assumes pure argon background plasma. The
VUV spectra of the argon background plasma after the D2 SPI entry is also analyzed
qualitatively in the section A. The argon background plasma with D2 SPI in the JET
tokamak is simulated using the 1D diffusion model and the results are discussed in
this section.

170



5.5.1. Simulation of the D2 SPI experiments

Figure 5.33.: Simulation of argon background plasma (dashed, initial) and Ar+D2 back-
ground plasma (solid, final) in the DIII-D tokamak, showing (a) D ion
density profiles, (b) Ar ion density profiles, (c) total Ar density profiles, (d)
thermal temperature profile and (e) fixed RE density profile. Densities
are given in 1013 cm-3 (Hollmann 2020).

Using the 1D diffusion model (Hollmann 2019), the rapid expulsion of argon follow-
ing the low-Z gas injections were studied in the DIII-D tokamak (Hollmann 2020). It
was observed that neutral transport to the wall dominated the power loss out of the
RE beam. An example of DIII-D simulation using the 1D diffusion model is shown in
the figure 5.33. After the D2 MGI entry, there was a large rise in D and D2 densities
as shown in the figure 5.33(a). There was a strong drop in Ar1+ and Ar2+ densities. As
shown in the figure 5.33(d), the thermal temperature profile drops after D2 MGI.

Similar to the DIII-D tokamak, the background plasmas of the JET tokamak during
the D2 SPI experiments are simulated using the 1D diffusion model. Background
plasmas are triggered using different quantity of Ar MGI (ranging from 3-42Pa.m3 Ar)
and D2 SPI from barrel A (∼300Pa.m3 D2) is injected 400ms after the Ar trigger MGI.
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Figure 5.34.: Simulation of argon background plasma (red, dashed) and Ar+D2 back-
ground plasma (blue, solid) in the JET tokamak, showing (a) temperature
profile, (b) free electron density profile, (c) RE density profile and (d) total
Ar density profile. Simulated using the 1D diffusion model.

One such example is shown in the figure 5.34 for the JET discharge #95135. Similar to
DIII-D simulation, the electron temperature and total Ar density profiles are dropped
after the D2 SPI entry. In the DIII-D simulation shown in the figure 5.33, the RE density
is frozen (which doesn’t evolve in the simulation) whereas for the JET simulation
shown in the figure 5.34, the RE density profile evolves.

Figure 5.35.: Simulation of argon background plasma (dashed) and Ar+D2 background
plasma (solid) in the JET tokamak, showing (a) D density profiles and (b)
Ar density profiles.

Similar to the DIII-D tokamak, there is a significant drop in the Ar ion density
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profiles as shown in the figure 5.35(a). The rise in D and D2 density profiles after D2

SPI entry shown in the figure 5.35 are consistent with the simulation results of the
DIII-D tokamak.

In order to analyze further, the main output parameters from the 1D diffusion code
are studied in this section. As discussed in the section 5.1, there are four main output
parameters from the 1D diffusion model :

1. species density profiles
2. electron density profile ne (ρ)
3. RE density profile nRE (ρ)
4. electron temperature profile Te (ρ)

5.5.1.1. Species density profiles ni (ρ)

As discussed in section 5.1, the density profile of argon charge states is one of the
outputs of the code. From the figure 5.36, it can be observed that after the D2 SPI
entry, the volume averaged Ar1+ and Ar2+ ion densities drop by almost a magnitude
whereas higher ionization states (Ari+,i ≥4) drops by several orders of magnitude.
From the figure 5.35(a), it can be found that Ar1+ and Ar2+ are found even in the SOL
(ρ ≥1). After D2 SPI entry, Ar1+ and Ar2+ are present mostly in the confined region
with densities around 1018 m-3. In DIII-D, Ar1+ and Ar2+ drops to really low values
(nAr 1+,Ar 2+ ≤1016 m-3 from figure 5.33(b)) after D2 SPI entry.

Figure 5.36.: (a) Time evolution of volume averaged Ar ion densities for JET discharge
#95770 from the 1D diffusion model and (b) plasma current Ip from
magnetic measurements.

173



Figure 5.37.: Time evolution of volume averaged ion densities of (a) Ar neutrals,
(b)Ar1+, (c)Ar2+ and (b)Ar3+, for discharges with different Ar MGI amounts.

Background plasma with different initial Ar MGI amount are simulated using the 1D
diffusion model. The Ar particles of different ionization states are compared as shown
in the figure 5.37. It can be observed from the figures 5.37(b) and 5.37(c) that after the
entry of D2 SPI, Ar1+ and Ar2+ drops roughly 1-2 orders of magnitude. On the other
hand, Ar3+ decreases by almost 4 orders of magnitude after D2 SPI entry as shown in
the figure 5.37(d). As shown in the figure 5.35(b), the rise in the deuterium species
densities in JET is qualitatively consistent with DIII-D (figure 5.33(a)).

As shown in the figure 5.38(a), the rise in argon neutral density following the D2

SPI increases linearly with the Ar MGI amount used to trigger disruptions. On the
other hand, the rate at which the densities of Ar1+, Ar2 and Ar3+ decreases is linearly
dependent on Ar MGI amount, as shown in the figures 5.38(b), 5.38(c) and 5.38(d).

It is to be noted that for discharges with higher Ar MGI amounts, initial argon
densities are also higher. However, the ratio between the change in argon densities
∆nAr and the initial argon densities is fairly constant of Ar MGI amounts. Therefore,
no clear dependency of the Ar purge on the Ar MGI amounts could be established
using the 1D diffusion code.

The 1D diffusion model applied to the DIII-D cases predicted almost all of the argon
particles recombined to form neutrals. When the 1D diffusion model is applied to the
JET background plasmas, it cannot predict total recombination of argon species as
shown in the figure 5.37. For instance, Ar3+ purged from ∼1019 to ∼1016 after D2 SPI
entry but not to very low value like DIII-D.
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Figure 5.38.: Dependency of the change in volume-averaged density ∆nAr of (a) Ar
neutral, (b) Ar1+, (c) Ar2+ and (d) Ar3+, on the Ar MGI amounts. ∆nAr

is the density difference between the argon dominated and deuterium
dominated background plasma. Positive and negative ∆nAr indicates
rise and drop in argon densities following the D2 SPI entry. Densities
computed by the 1D diffusion code.

5.5.1.2. Electron density profile ne (ρ)

From the species density profiles, the electron density profile ne (ρ) is constructed
in the 1D diffusion model. Using the free electron density profile ne (ρ), the line-
integrated electron density

∫
ne dl can be constructed such that,

∫
ne dl = dr

∑
ρ ne (ρ),

with dr being the grid radius. For different Ar MGI amounts, the line-integrated
electron density from the 1D diffusion model is compared with interferometry mea-
surements as shown in the figure 5.39.

1D diffusion model predicts that after D2 SPI entry, the line-integrated electron
density increases, despite the drop in Ar ions (shown in the figure 5.35). This is incon-
sistent with the fact that free electrons drop to very low non-measurable value from
the interferometry measurements. This may be due to the problem of recombination
as shown in the figure 5.37.
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Figure 5.39.: Comparison of line-integrated core electron density
∫

ne dl from the
1D diffusion model with the interferometry measurements for the JET
discharges with different Ar MGI amounts.

5.5.1.3. Runaway electron density profile nRE (ρ)

Figure 5.40.: Comparison of current carried by the RE beam IRE from the 1D diffusion
model with the estimation from the plasma current for the JET discharges
with different Ar MGI amounts.
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The estimation of the RE density profile from the species density profiles, free
electron density profile and the emissivity profile is already discussed in the section
5.1. Using the RE density profile nRE (ρ) estimated by the 1D diffusion model, the
current carried by the RE beam IRE is estimated as, IRE =< nRE > ec Apl asma with
< nRE > and Apl asma are the volume-averaged RE density and plasma cross-sectional
area. From the plasma current Ip , the RE current IRE is estimated assuming ohmic
part of the plasma current IΩ decreases exponentially during the current quench
phase.

The RE current IRE predicted by the model (red data line) is in a reasonably good
agreement with the RE current from the plasma current measurement (blue data line)
as shown in the figure 5.40. The 1D diffusion code is not primary used to predict the
RE density. Rather, the RE density predicted by the 1D diffusion code is used to check
the consistency of the code. As discussed in the section 5.1.2, the RE density profile
nRE is also used in the RE impact ionization of the species. Thus, RE density may
significantly impact the charge state distribution and other parameters from the 1D
diffusion code.

5.5.1.4. Electron temperature profile Te (ρ)

In the 1D diffusion code, the temperature profile Te (ρ) is estimated based on the
species density profiles, free electron density profile ne (ρ) and the emissivity profile.
From the figure 5.41, it can be observed that after D2 SPI entry, there is a drop in the
background plasma temperature.

Figure 5.41.: Time evolution of the background plasma temperature simulated using
1D diffusion model for the discharge #95135. The plasma current Ip is
from magnetic measurements.

For the JET discharge #95135, after D2 SPI entry, the core temperature (volume-
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averaged Te -profile in the confined region) < Te >cor e drops to ∼3eV whereas in the
SOL, < Te >SOL drops to ∼0.1eV as shown in the figure 5.41. Due to the presence of
very cold temperatures in the SOL region (< Te >SOL∼0.1eV), most of the argon ions
recombine to argon neutrals thus confirming what is seen in the figure 5.35. However,
in the core, < Te >cor e∼3eV after D2 may high enough for the presence of Ar1+ and Ar2+

ions. In the DIII-D tokamak, background plasmas are much colder (T 0
e ∼1.5eV from

the figure 5.33(d)) and this may explain why Ar1+ and Ar2+ drops to very low value.

Figure 5.42.: Time evolution of the simulated core background plasma temperature
< Te >cor e for JET discharges with different Ar MGI amounts. The plasma
current Ip is measured from magnetic diagnostics.

As shown in the figure 5.42, the core background plasma temperature < Te >cor e

drops after the D2 SPI no matter how much of Ar MGI amount is used. A steady
increase in the background plasma temperature following the temperature drop can
be observed from the figure 5.42.

Figure 5.43.: Dependence of the Ar MGI amount on (a) core background plasma tem-
perature following D2 SPI entry and (b) rate at which the core background
plasma temperature drops.
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The time-averaged core temperature of the background plasma << Te >cor e>t

predicted by the 1D diffusion model after the D2 SPI entry decreases with increase
in Ar MGI amounts as shown in the figure 5.43(a). This dependency is similar to the
simulations of pure Ar background plasma shown in the figure 5.29.

The rate at which the temperature drops due to D2 SPI entry d < Te >cor e /d t also
decrease with Ar MGI amount as shown in the figure 5.43(b). One possible explanation
for this dependency may be from radiated power following the D2 SPI. Discharges
with lower Ar MGI amount have higher radiated power power (figure 5.46, explained
later in the section 5.5.2). Consequently, the rate of temperature drop may decrease
with Ar MGI amount, since Te -profile is estimated directly from the radiated power
emissivity profile in the 1D diffusion code.

5.5.1.5. Comparison of VUV line intensities

Using the results from the 1D diffusion model, the line intensity ratio of Ar2+

(λAr 2+=47.94nm) and D0+ (λD0+=102.54nm) are estimated from the synthetic line
ratio given in the equation 3.18. The line intensity ratio is adjusted according to the
VUV spectrometer line of sight.

Figure 5.44.: Comparison of the Ar2+ and D0+ line ratio from the 1D diffusion model
(red) with VUV spectroscopy (blue) for the discharge #95770.

As shown in the figure 5.44, the 1D diffusion model (red data line) predicts the drop
in the Ar line brightness after the D2 SPI entry. This is qualitatively consistent with the
line intensity ratio measured by the VUV spectroscopy (blue data line).

From the figures 5.39, it can be seen that the 1D diffusion model overestimates the
electron density of the background plasma as compared to interferometry, probably
due to insufficient recombination as shown in the figure 5.37. In spite of the overes-
timation, the 1D diffusion model could correctly predict the drop in the argon line
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brightness for discharges with different Ar MGI amounts as shown in the figure 5.45(a).
This predicted drop in the argon line brightness is consistent with the drop measured
by VUV spectroscopy shown in the figure 5.45(b), irrespective of initial argon quantity.
It can be observed from the figure 5.45 that line ratio remains larger for larger argon
amounts after D2 SPI entry. This may indicate that argon purge may be not complete
and some argon impurities still remain in the background plasma.

Figure 5.45.: Comparison of Ar2+ to D0+ line ratios for different Ar MGI amounts from
(a) 1D diffusion code and (b) VUV spectroscopy, with (c) plasma current
Ip .

As discussed in the sections 5.5.1.1, 5.5.1.2 and 5.5.1.4, the 1D diffusion model can-
not recombine the argon ions to neutrals and thus predict the drop in electron density
in the JET tokamak. A possible reason why this 1D diffusion model overestimates the
electron density could be associated to the fact that in the JET tokamak, few MW of ra-
diated power are measured after D2 SPI entry when very low temperature and density
of the background plasmas are expected. Such radiated powers are not observed in
DIII-D or ASDEX-Upgrade tokamak.

5.5.2. Non-thermal radiation and 1D diffusion model
In the JET tokamak, the background plasma cools down after D2 causing higher

argon ionization states to drop to very low value. However, the background plasmas
may not be cold enough for the Ar1+ and Ar2+ to recombine to form argon neutrals.
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Thus, the 1D diffusion model overestimates the free electron density and cannot
simulate the condition necessary for the total recombination in the JET tokamak.

Figure 5.46.: Radiated power of the argon background plasma following D2 SPI entry
for different Ar MGI amounts measured by bolometer in the JET tokamak.

As shown in the figure 5.46, the radiated power is between 2-4MW after the entry
of D2 SPI in the JET tokamak. The radiated power normally increases with impurity
content but from the figure 5.46, the lowest radiated powers are obtained with the
highest argon amounts.

When the argon ions recombines to argon neutrals due to plasma cooling following
the D2 SPI entry, the neutrals may not be flushed out. The argon neutrals may be
inside the vessel and during the final RE beam termination, the argon neutrals may be
re-ionized.

It can also be noted that after the supposed RE beam benign termination, the
argon lines reappear in the VUV spectra though with lower intensities as compared to
argon background plasma before D2 SPI entry as shown in the figure 5.47. During the
final beam collapse, the magnitude of the radiated power spike increases with argon
contents in the plasma.

As the electron density drops to very low value (figure 5.39(b)) and very low electron
temperatures are expected favoring recombination conditions after the D2 SPI entry,
the presence few MW of radiated power from the ’thermal’ background plasma is
highly questionable. One possible explanation for this high radiated power may be
due to the contribution of the ’non-thermal’ radiation, possibly due to the presence of
energetic RE beam.

In the 1D diffusion model, radiated power profile (or emissivity profile) is used to
determine the RE density profile and the temperature profile. In turn, the neutral
diffusion coefficient is determined by the temperature which in turn affects the species
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density profiles. Thus, radiated power may significantly change the results of the 1D
diffusion model.

Figure 5.47.: Energy radiated (a) after D2 SPI before the final collapse and (b) during
the final collapse, as a function of Ar MGI amount in the plasma.

Figure 5.48.: Dependence of (a) line-integrated electron density
∫

nd l , (b) volume-
averaged electron temperature profile < Te >V , (c) volume-averaged
RE density profile < nRE >V and (d) fraction of argon neutrals, on the
thermal fraction of the total radiated power Pr adi ated . The simulations
are performed using the data from the discharge #95770.
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1D diffusion model simulations are performed by changing the fraction of the
thermal contribution in the total radiated power Pr adi ated using the data from the
discharge #95770 after the arrival of D2 SPI as shown in the figure 5.48. The line-
integrated electron density

∫
ne dl and the volume-averaged electron temperature

< Te >V decreases when the thermal fraction of the total radiated power Pr adi ated as
shown in the figures 5.48(a) and 5.48(b) respectively. On the other hand, the fraction of
argon neutrals in the total argon atoms increases with decrease of the thermal fraction
as shown in the figure 5.48(d).

When we assume that only 1% of the total radiated power (Pr adi ated = 0.0358MW)
are due to the thermal contribution from the background plasma, < Te >V ≈1.4eV,∫

ne dl ≈1018 m-3 and NAr 0+/NAr tot al ≈1. Therefore, when the thermal fraction of the
total radiated power is just 1% of the total radiated power, almost all the argon ions
are recombined as argon neutrals and the line-integrated electron density is closer to
the interferometry measurement.

Figure 5.49.: Enhanced radiative power loss of argon due to relativistic electrons (Gar-
land 2020). IR A is the RE current for ITER with IR A=10MA corresponding
to nRE ≈1017 m-3.

At very low temperatures, the presence of energetic RE beam may enhance the
radiative power loss of argon impurities according to the results developed in (Garland
2020), as shown in the figure 5.49. At recombination temperatures (around 1eV), the
radiative power loss of argon background plasma is highly dominated by the RE beam.
In the JET tokamak, the non-thermal radiation due to the relativistic RE beam may
dominate the total radiated power at very low temperature, which is believed to be
the case for D2 SPI entry into the argon background plasma.

In the 1D diffusion model, removal of non-thermal contribution in the total radiated
power could create recombination conditions for argon ions, similar to the DIII-D
tokamak. As the CRETIN atomic model cannot differentiate the thermal and non-
thermal radiation, a more advanced atomic model such as PrismSPECT (MacFarlane
2003) can be used to exclude the non-thermal radiations. This is work in progress.
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5.5.3. Conclusions
• Increase in line-integrated free electron density predicted by the diffusion code

is inconsistent with experimental measurements.
• Code predicts drop in electron temperature but not low enough for argon recom-

bination.
• Drop in argon line brightness predicted by the code is in qualitative agreement

with line intensity drop measured by VUV spectroscopy.
• The over-prediction of electron density and temperature may be due to non-

thermal contribution in the total radiated power.
• By removing non-thermal radiation from the total radiated power, the diffusion

code may predict the argon expulsion in JET, similar to DIII-D
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Summary and Perspectives
Runaway electron beams carry the risk of localized damage to the in-vessel compo-

nents. For the future large and reactor-scale devices, including ITER, higher plasma
current and larger machine size are needed for better confinement and performance.
This leads to large avalanche multiplication factor, thus, posing a major threat to
robust operation. Therefore, the prevention and control of the runaway electrons are
the major concerns of the future larger and reactor-scale tokamaks including ITER,
which makes the runaway electron study a hot topic in the field of nuclear fusion. The
present strategy for runaway electrons is to first avoid their generation by a massive
material injection (MMI) of deuterium or high-Z noble species. As a second line of
defense, a second MMI will be used to mitigate the RE beam if their generation cannot
be avoided. The impurities from the first MMI form a cold dense background plasma
because of which the second MMI aimed at mitigating the runaway electron beam
may be inefficient due to poor penetration, as observed in the JET tokamak. Therefore,
understanding the physics of the interaction between the runaway electron beam and
the mitigation MMI in the presence of a cold background plasma is an essential study
for a reliable runaway electron beam mitigation scenario.

The characteristics of the background plasma are poorly known. Using VUV spec-
troscopy, a method was developed to estimate the electron temperature of the back-
ground plasma in JET. In this method, the temperature profile of the background
plasma was estimated by fitting synthetic line ratios to experimental line ratios. For
this estimation, a peaked temperature profile was parameterized and a pure argon
background plasma was assumed. Using this method, the JET-ILW discharges were
found to have hotter background plasma (Te ≈6-18eV) than on other tokamaks (Te ∼1-
2eV in DIII-D) where the runaway electron beam mitigation was found to be un-
conditionally successful. The estimated temperature was consistent with previous
estimation of Te ≈5-15eV, assuming collisional-radiative equilibrium.

The background plasma due to Ar SPI was found to be colder (Te ≈4-6eV) than back-
ground plasma due to Ar MGI. The time and volume averaged background plasma
temperatures was found to increase with argon gas amount and the electron density
in the far-SOL. No clear dependence of the background plasma temperatures with
the initial value of the plasma current before disruption was observed. No clear de-
pendence of the background plasma temperatures with the initial value of the plasma
temperature T i ni t i al

e before disruption was observed.
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The background plasma temperature due to Ar SPI was found to increase with the
pre-disruption electron density ni ni t i al

e and additional heating. Intact Ar pellets were
found to have hotter background plasma and they penetrate deeper into the thermal
plasma.

In the background plasma temperature estimation from the VUV spectroscopy,
the excitation/ionization from the RE beam are not considered. For completeness,
including the RE beam as a power source in the temperature estimation might be
particularly useful and is allocated as the work for the future.

Using the characterization of the background plasma, a simple 0D/1D power bal-
ance was proposed to understand the RE beam interaction with the background
plasma.

Using the temperature profile of the background plasma, a more advanced 1D power
balance was proposed. For the RE beam, the bremsstrahlung radiation was found to
be negligible as compared to synchrotron radiation and collisional power loss. The
collisional power transfer between the RE beam and the background plasma was
found to be the dominant primary source term which heat the background plasma in
the confined region. For the confined background plasma, the ohmic power source
and the power source due to γ-ray absorption was found to be negligible. In the open
field line region, the heat conducted from the background plasma to the wall was
found to be negligible as compared to the radiated power. Also, the radiated power
of the background plasma in the open field line region constituted only a fraction of
the total radiated power. The measured radiated power was in qualitative agreement
with the estimated radiated power of the background plasma for some discharges
and the power balance was correct within the uncertainty range of the various power
estimations.

On comparing JET discharges #92459 , #92454 (< Te >V ≈=3eV) and a DIII-D dis-
charge (< Te >V =2eV), discharge #92459 with hottest background plasma had highest
collisional power transferred per free electron of the background plasma. This was
given as a possible explanation for hotter background plasma in JET discharges.

In the power balance, a steady state was considered : constant energies of the RE
beam and the background plasmas.The power balance can be further improved by
considering a non-steady state power balance. In addition, the Gaussian RE energy
distribution can be improved mimicking the energy distribution from experiments.

A 1D diffusion model was adapted for the JET tokamak to simulate the background
plasmas. The model considers particle diffusion and atomic processes such as ion-
ization, recombination and charge exchange. The model was found to be sensitive
to initial guesses of the species densities. It was also observed that the background
plasma temperature estimated by the model increases with geometrical wall radius.

186



This means that bigger the tokamak size, hotter is the background plasma for a fixed
plasma radius and other parameters. When rate coefficients data from the default
CRETIN atomic model was replaced by rate coefficients from ADAS atomic model,
the code predicted hotter background plasma with higher free electron density as
compared to CRETIN, compatible with the VUV measurements, which also use atomic
data from ADAS. Due to higher ionization and lower recombination in the ADAS
atomic model as compared to CRETIN, higher fractions of argon ions in higher ioniza-
tion states were predicted in ADAS than CRETIN.

When the argon background plasma was simulated using the 1D diffusion model
with CRETIN atomic data, the temperatures were much lower than temperatures
estimated from VUV spectroscopy. The time and volume averaged temperatures were
found to be decreasing with increasing argon amounts, which was the reverse trend of
Te -profile measurements from VUV spectroscopy.

When the 1D diffusion model simulated the D2 SPI in argon background plasma, a
drop in argon line brightness was predicted by the model which was consistent with
experimental VUV measurements. However, the 1D diffusion model predicted an
increase in line-integrated free electron density which was inconsistent with experi-
mental measurements. The model predicted a drop in electron temperature but not
low enough for argon recombination conditions like in DIII-D.

The over-prediction of electron density and temperature was attributed to the pres-
ence of high radiated power in JET tokamak (∼1-4MW) than on DIII-D (≤100kW). By
reducing the fraction of thermal contribution in the total radiated power, the electron
density and temperature dropped, thereby supporting argon recombination. Thus, a
large fraction of the total radiated power was assumed to come from non-thermals
(RE beam) in JET. This idea of non-thermal radiation was supported from the results
of FLYCHKlite code.

By removing the non-thermal radiation from the total radiation, the 1D diffusion
model can be vastly improved for the JET tokamak. To serve this purpose, PRISMspec
atomic model can be used in the model to account for non-thermal radiation. Integra-
tion of PRISMspec atomic data into the 1D diffusion model is envisaged in the near
future to simulate Ar+D2 background plasma in the JET tokamak.
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A. VUV spectra analysis for D2 SPI
experiments

After the entry of D2 SPI in the argon background plasma, the argon line brightness
drops and the VUV spectra are dominated by deuterium lines.

Figure A.1.: Change of a typical Ar VUV spectrum (blue) into deuterium dominated
VUV spectrum (red) after the entry of D2 SPI for the JET discharge #95135.
The two VUV spectra are 110ms apart.

Figure A.2.: Comparison of deuterium dominated Ar VUV spectrum for early D2 (blue)
and late D2 (red) cases. The two VUV spectra are taken ∼100ms after D2
SPI.

One such example is shown in the figure A.1 for the JET discharge #95135. The
blue data line in the figure A.1 shows a typical VUV spectrum of argon background
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plasma. After the entry of D2 SPI, ∼110ms later, the VUV spectrum is dominated by
the deuterium lines as shown as red data line in the figure A.1. It can also be noted
that the line intensities loses almost two orders of magnitude after D2 SPI entry.

Deuterium dominated Ar VUV spectra are compared for early and late D2 SPI in
the Ar background plasma. It can be observed from the figure A.2 that irrespective of
when the D2 SPI arrives at the Ar background plasma, there is no significant change in
the VUV spectra. This may be because the background plasma may evolve the same
way after D2 SPI entry. It is to be noted that at ∼100ms after D2 SPI entry, plasma
current is roughly the same, Ip ∼0.65MA.

Figure A.3.: Sudden change in the VUV spectrum within 11ms for the discharge
#95135, few tens of ms before the benign RE termination

Few tens of ms before the benign termination of the RE beam, the VUV spectrum
changes suddenly within few milliseconds. For instance, within 11ms, the VUV spec-
trum of the JET discharge #95135 changes drastically as shown in the figure A.3. The
VUV spectrum gains almost a magnitude of line intensities and a continuum towards
lower wavelength (usually between 10-30nm) is observed. This is not a recombination
continuum (see figure 3.28(i) for example of recombination continuum) nor a molec-
ular spectra (BeD and ArD maybe possible during this phase, but nether of them has
molecular band between 10-30nm).

Not just the JET discharge #95135, this sudden change can be seen in all the dis-
charges with benign termination of the RE beam as shown in the figure A.4. In some
spectra, in addition to continuum at lower wavelengths, additional lines can also be
found for some discharges as shown in the figure A.4.

The time vector of the VUV spectroscopy was checked for and this sudden VUV
change occurs few tens of ms before the benign termination, 2-3 VUV time points
before the final collapse. However, there are no other measurement suggesting for a
rapid change in the background plasma or the RE beam. It may be that this sudden
VUV change may be caused due to kink instability in the post-disruption systems (Paz-
Soldan 2019) during the final RE beam collapse but further analysis may be required
to understand this better.
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Figure A.4.: Sudden change in the VUV spectra few tens of ms before the benign
termination for different Ar MGI amounts.

Figure A.5.: Time evolution of Ar2+ and D0+ VUV lines for the discharge #95135 from
the VUV spectroscopy.

Using the VUV spectra, the time evolution of the argon and deuterium VUV lines are
analyzed. For this analysis, Ar2+ VUV line around 47.64nm and D0+ VUV line around
102.54nm are used. The line intensities of the VUV lines are taken from the Gaussian
fitting of the lines as discussed in the section 3.2.2.2. It can be found from the figure
A.5 that after the entry of D2 SPI, the line brightness of the Ar2+ lines drops few orders
of magnitude. On the other hand, there is a slight increase of the D0+ line intensity. As
a result, argon dominated background plasma soon becomes deuterium dominated
background plasma.
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Figure A.6.: Time evolution of Ar2+ and D0+ VUV line ratio from the VUV spectroscopy.

Irrespective of the argon content in the background plasma during the D2 SPI entry,
argon line brightness drops after the entry of D2 SPI entry as shown in the figure A.6.
It can be observed that just before the final collapse, the argon lines are recovered.
This may suggest that argon may not be flushed out from the background plasma,
but rather, background plasma cools down to very low temperature that argon ions
are recombined to form argon neutrals. These argon neutrals are still present in the
background plasma in very large quantities

It is to be noted that the rise in the argon to deuterium line ratios take place just after
the sudden change in the VUV spectra. The rise in the line ratios are also correlated
with the spike in the radiated power measurement which are usually proportional to
the argon content in the background plasma.

The drop in Ar line brightness was also observed in the DIII-D tokamak (Hollmann
2020). The expulsion of argon from the background plasma was suggested due to
this drop in argon line brightness was explained using the 1D diffusion model in the
section 5.5.
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