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ABSTRACT

We present results from the deepElgrschelPhotodetector Array Camera and Spectrom@ACS) far-infrared blank eld extra-
galactic survey, obtained by combining observations of the Great Observatories Origins Desp(S@®DS) elds from the PACS
Evolutionary Probe (PEP) and GOOD&rschelkey programmes. We describe data reduction and the construction of images and
catalogues. In the deepest parts of the GOODS-S eld, the catalogues redeipths of 0.9, 0.6 and 1.3 mJy at 70, 100 and (160
respectively, and resolve75% of the cosmic infrared background at @@ and 16Qum into individually detected sources. We use
these data to estimate the PACS confusion noise, to derive the PACS number counts down to unpcedegthg, and to determine

the infrared luminosity function of galaxies downltgg = 10" L atz 1 andLjg = 10°L atz 2, respectively. For the infrared
luminosity function of galaxies, our dedferschelfar-infrared observations are fundamental because they provide more accurate
infrared luminosity estimates than those previously obtafraa mid-infrared observations. Maps and source cataloge@s)(are

now publicly released. Combined with the large wealth of multix@dangth data available for the GOODS elds, these data provide

a powerful new tool for studying galaxy evolution over a broad range of redshifts.

Key words. galaxies: evolution — infrared: galaxies — galaxies: starburst — galaxiéstista

Based on observations carried out by HerschelSpace Observatorerschelis an ESA space observatory with science instruments provided
by European-led Principal Investigator consortia and with important participonNASA.
Appendix A is available in electronic form attp://www.aanda.org

Article published by EDP Sciences A132, page 1 oR2
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1. Introduction the Herschelconfusion limit. The extensive observations of the

, o . GOODS elds made by the PEP and GOODS-H surveys is ex-
The detection of a cosmic infrared background, as energeticigined by the availability of a deep multi-wavelength database
the opticalnear-infrared backgrouné(iget et al. 1996Hauser jncjyding X-ray @lexander et al. 2003Xue et al. 201}, opti-
etal. 1998, has revealed the importance of the energy absorbeg| Giavalisco et al. 2004 near-infrared (CANDELSGrogin
by the dust in galaxies and re-emitted at mid- to far-infrareg 5| 2011 Koekemoer et al. 2031 mid-infrared (GOODS-
wavelengths. From this nding ibecame clear that a completegyitzer pI: M. Dickinson; seeMagnelli et al. 201}, (sub)mm
census on the formation and evolution of galaxies could n@d 4. Oliver et al. 2012Borys et al. 2003WeiRk et al. 2009and
be obtained without accountingif this dust emission. Since r5dig (Morrison et al. 2010Miller et al. 2008 observations.

then, many studies have con rmed the importance of dust emis- I )
sion using individual detections of galaxies from infrared f& We present here the combination of the PEP and GOODS-H

cilities such as the Infrared Space Observatory (ISO), or t bservations of the GOODS elds. This combination provides

: : . the deepest observations of the GOODS elds obtained by
SpitzerSpace Telescope. However, because of their relativ CS. In particular, in the GOODS-South eld the combination

:gsgtgzgga&%r%pggz’ntqe ri?;-i::gzal;edsgﬁirj?ebioogthS?jr? (,)Abt_ thoef these observations is not limited by the exposure time but by
gl y : nfusion. In this eld, we thus obtain the deepest blank eld

. . . h . C
time, far-infrared studies were restricted to the analysis of loc@iservations achievable with PACS onboarditeeschelSpace

galaxies or to the analysis of rare high-redshift very luminoug, o\ 2o 1 this paper we present in detail the data analysis
galaxies. As a consequence, only a small fraction of the cosmyl

far-infrared (i.e., > 40 um) background was resolved into in- ethod used to produce the publicly available RE DS-H

dividual objects, so our knowledge of the high-redshift Univerd82Ps and cataloguesThen we use these deep observations to

at far-infrared wavelengths was very incomplete. constrain the PACS-100m and —16Qum confusion noises and

) number counts, and to study the evolution of the infrared lu-
Thanks to the advent of the PACBdglitsch et al. 203nd oty function and of the star-formation rate history of the
SPIRE Gri n et al. 2010 instruments onboard thiderschel ;. erse uwpte 2.
Space Observatory(lbratt et al. 201} this limitation has been Th is structured foll ob i d
largely overcome. Indeed, using the relatively high spatial reso- . 1€ PaPer IS structured as Toflows. Jbservations are de-
lution (provided by a 3 m mirror) and sensitivity oHersche) scribed in Sect2. Section3 presents the method used to pro-

. ; the PACS maps. In Sed{.we present our source extrac-
deep extragalactic surveys can be pursued, thereby resolvuﬁ&e
large fraction of the cosmic far-infrared (i.e.58% and 74% f methods and contents of the released package. Insed.

with PACS at 100 and 16am, respectivelyBerta et al. 2010 €Stimate the PACS-100 and _1ﬁﬁh confusion noise. l_\lumrk]Jer
2011 and submillimetre (i.e., 15% with SPIRE at 25qm; CoUnts are presented in Se6twhile in Sect.7 we derive the
Oliver et al. 2019 background into individually detected galax-"frared luminosity functions of galaxies as well as the star-
ies. From these observations, one can study the origin and [fmation rate history of the Universe up io = 2. Finally,
ture of the cosmic infrared background through, e.g., the deti€ Summarise our results in SeBtg;hrougS?out the paper we
mination of the infrared luminosity functions of galaxies (e.g.L,'Se_a cosmology withip = 71 km s™ Mpc™, = 0.73 and
Gruppioni et al. 20102013 Casey et al. 2002and the ex- M~ 0.27.
amination of their spectral energy distributions (elgwang
et al. 2010 Elbaz et al. 20102011; Nordon et al. 20102012
Magnelli et al. 20102012 Symeonidis et al. 201Berta et al. 2 QOpservations
2013. All these studies point towards the diversity and redshift
evolution, both in term of numbers and properties, of the if-he PACS maps and catalogues used and released in this
frared luminous galaxy population. Relatively rare in the locglaper are obtained from the combination of the PEP and
Universe, the infrared luminous galaxies dominate the cosn@OODS-H observations of the GOODS-N and GOODS-S elds
star-formation history az > 1 (e.g.,Gruppioni et al. 2010 (see Tablel). Both programmes have observed the GOODS
2013, and their physical properties dir signi cantly from elds using the scan mode of the PACS photometer on board
those of their local counterparts (e.glbaz et al. 2011Wuyts Herschel This mode consists of slewing the spacecraft back and
et al. 2011 Nordon et al. 201p forth along parallel lines at a constant speed of 8. Using

In this context, we study here the infrared luminous galaxftis scan mode, astronomical observing requests (AORs) were
population further by deriving the PACS numbers counts ar¢signed to observe the GOODS elds in both nominal and
infrared luminosity functions down to unprecedented deptlesthogonal directions. To reach the desired depth many AORs
using the combination of the two main extragalactic surveyer eld were required. The central position of each AOR was
designed to take advantage of the full PACS capabilities: tdéhered by 8 in order to improve the spatial redundancy of
PACS Evolutionary Probe (PEPLutz et al. 201} guaranteed the data.
time key programme; and the GOODS-Herschel (GOOBS-H  Using this strategy, the PEP and GOODS-H surveys cov-
Elbaz et al. 201)Lopen time key programme. The PEP sufered the entire 11x 17 GOODS-N eld with PACS at 100 and
vey is structured as a “wedding cake” (i.e., with large aree60um*. The total observing time (i.e., including overheads) in
shallow images and smaller deep images) and includes m&@ODS-N was 28 and 124 h for PEP and GOODS-H, respec-
widely studied blank and lensed extragalactic elds, such as ttigely (Table1).
Great Observatories Origins Deep Surveys North (GOODS-N)
and South (GOODS-S) elds and the cosmological evolution

survey (COSMOS). The GOODS-H survey only focuses ornlggggém.mpe.mpg.de/ir/Research/PEP/pubIic_data_

the GOODS elds, but using very deep observations, close ‘t%GOObS-H has also covered the entire GOODS-N eld with SPIRE
) at 250, 350 and 50m. SPIRE observations and catalogues are de-
L http:/Amww.mpe.mpg.defir/Research/PEP scribed inElbaz et al.(2011) and are publicly available dtttp:/

2 http://hedam.oamp.fr/GOODS-Herschel hedam.oamp.fr/fGOODS-Herschel
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Table 1. Properties of thélerschelobservations combined for the PEFRDODS-H data release.

Field Survey RA Dec Wavelengths Size Time
[Degree, J2000] Hm] [arcmin] [h]
GOODS-N PEP 18922862 6223867 100160 11x17 258
GOODS-N GOODS-H 1822862 6223867 100160 11x17 1240
GOODS-S PEP 532654 $27.80467 70100160 11 x 17 226
ECDFS (GOODS-S) PEP 530417 S27.81389 100160 30x30 328
GOODS-S GOODS-H 532654  S27.80467 100160 10x 10 2063
GOODS-$ PV 5312654 S27.80467 100160 11 x 17 7.9

Notes.®@ Prior to be combined, observations of the ECDFS were trimmed to match the GOODS-S layout of the PERiasévahese
observations were taken during tHerschelperformance veri cation (PV) phase with preliminary instrument settings and thus were appedpri
underweighted for the map creation (Set.

The entire 11x 17 GOODS-S eld was observed by PEP ™[~ ~ T~ T 1 []l00
with PACS at 70, 100 and 16@m°. The total observing times i 1
were 113, 113 and 226 h at 70, 100 and 160 respectively, .
including 10 h guaranteed time contributed Hgrschelmis- sor
sion scientist Martin Harwit. The Extendé&thandraDeep Field
South (ECDFS), containing in its centre the GOODS-S eld, ha [ ]
also been observed by PEP with a total observing time of 32.8 sk .
over a 30x 30 region. Observations of ECDFS are included in [ ]
our combined maps, trimmed to match the GOODS-S layout «
the PEP observations. GOODS-H has observedal® region
centred on the GOODS-S eld with PACS at 100 and 160.
The choice of covering only a fraction of the GOODS-S eld
was made in order to obtain, in a reasonable amount of time,
PACS-100um map close to the confusion limit éferschel The
GOODS-H observations of the GOODS-S eld lasted for a tota
of 2063 h. Finally in our combined maps we also include 7.9 t I ]
of observations of the GOODS-S eld taken with preliminary  -zs%o - 8
instrument settings during therschelperformance veri cation e — 04
phase (Tabld.). Right Ascension

Because PEP and GOODS-H observations were executed uo- Center: RA. 03 823037 Dec —27 48 1661
ing the same observing mode, a combination of these data $egs1. PACS-100um coverage map of the GOODS-S eld. Due to the
can easily be performed. Of course, due to theedént layout di erentlayout of the PEP and GOODS-H observations, thell®re-
of PEP and GOODS-H observations in GOODS-S, this eld igion centred on the GOODS-S eld has much deeper PACSH00b-
not homogeneously covered at 100 and 6@ As illustrated servations than the outskirts. We observe the same pattern in the PACS-
by Fig.1, a 10 x 10 region centred on the GOODS-S eld hast80HM coverage map of the GOODS-S eld.
higher PACS-100 and 16(@m coverage than the outskirts. In

contrast, the GOODS-S 7@n coverage is uniform across the . - .
eld, with the exception of fall-o at the edges. In the rest of We note that a detailed description of the observational

the paper, the centred region of the GOODS-S eld with ultrgplrategies adopted by PEP and GOODS-H is providelinz
deep observations is referred as “GOODS-S-ultradeep”, Whﬁgal.(201]) andElbaz et al{2011), respectively.
the outskirts are referred to as “GOODS-S-deep”. This com-
bined data set provides the deepdstschelfar-infrared obser- ;
vations of the GOODS-N and -S elds. In the rest of the papg'r' Map creation
this combined data set is referred to as the “REPODS-H" Observations were reduced using the standard PACS photometer
observations. pipeline Wieprecht et al. 2009and some custom procedures,

Our combined PACS-10@m maps reach a total observ-all implemented within the HIPE environment in thierschel
ing time per sky position of 2.6 h, 2.6 h and 10.0 h in common science system (HCSS). This data reduction process is
GOODS-N, GOODS-S-deep and GOOSQultradeep, respec-described in more detail ibutz et al.(2011) andPopesso et al.
tively. The PACS-160um maps reach a total observing timg2012). Here we summarise the main steps.
per sky position of 2.6 h, 4.7 h and 12.1 h in GOODS-N, The data reduction process starts at the AOR level and is
GOODS-S-deep and GOODS-S-ultesgh, respectively. In the based on the scanmap script of the PACS photometer pipeline.
GOODS-S eld, the PACS-70m map reaches a total observingd-irst, the pipeline ags bad or saturated pixels, converts de-
time per sky position of 2.1 h. tector signals from digital units to volts, nds pixels acted

by short glitches and replaces their values using a standard in-

5 SPIRE-250850'500 um observations of the GOODS-S eld havet€rpolation method, and nally ipplies a recentring correc-
been performed by the HerMES surveliger et al. 2012 These tion to the pointing product oHerschelusing reference po-
observations are publicly available through tHerschelDatabase in Sitions of 24pm sources with accurate astrometry (dadz
Marseille (HeDaM) ahttp://hedam.oamp.fr/HerMES et al. 201) from deep observations with the Multiband Imaging

N
o

Declination
R)
S
Exposure time [hrs/pix]

50 -1

T
1

N
[o4]
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Photometer (MIPSRieke et al. 200¥onboard thé&SpitzerSpace (top right panel) elds. Three-colour composite images of the
Telescope. Thanks to these recentring corrections, positionsG®ODS-N (bottom left panel) and GOODS-S (bottom right
PACS sources measured in a “blind” catalogue (see 8&tare panel) elds at 24, 100, 160m are also shown in this gure.
o set by less than.2 and have a rms dierence of 1 with
respect to the position of their MIPS-24n counterparts (see 4. source extraction
alsoLutz et al. 201). We note that the MIPS-2dm astrome-
try, and therefore our PACS maps, match the GOODS ACS vét the resolution of PACS most of the sources in our elds are
sion 2 coordinate systéinSecond, the pipeline removes fronpoint sources (.eFWHM 4.7 , 6.7 and 11 at 70, 100
the timeline of each AOR the /1’ noise which is the main and 160um, respectively). Therefore, we use PSF tting to de-
source of instrumental noise in PACS data. For deep cosmoléiye their ux densities. Two catalogues are derived using com-
ical surveys such as ours, the PACS pipeline does so by usingi@mentary approaches. First, we construct a catalogue using
high-pass Itering method whit subtracts, from each timeline,as priors the source positions expected on the basis of a deep
a version of the timeline Itered by a running box median of 4 Um catalogue. This provides good deblending of neighbour-
given radius (expressed in readouts, i.e., in numbers of poiiitg sources, but will miss a fewerschelsources that are not
of the timeline). The presence of sources in the timelinects detected at 24m (i.e., <1% and<4% of the PACS sources in
the high-pass Itering method by arti cially boosting this run-the GOODS-N and GOODS-S elds, respectively). Second, we
ning box median, i.e., leading to the subtraction of part of trfovide a “blind” catalogue usqiPSF tting without positional
source ux (Popesso et al. 2012Consequently, sources havedriors.
to be “masked” from the timelines. Using results frétopesso
et al. (2012, we choose a masking strategy based on circuldsl. Prior source extraction
patches at prior positions. This method redqces the amoun Lrting from the positions of IRAC-3.8m sources (Infrared
ux loss due to the high-pass Iter and more importantly lead rray Camera:EWHM 16 ) from the GOODSSpitzer
to ux losses which are independent of the PACS ux densitieEe gc Pro ra’m (PI: M Dicll<inson) we extract sourc%s in the
(Popesso et al. 20]2We note that this improved masking str::xt—,v”i(:],S 324 9 e ; 7

X . L -24 um maps Magnelli et al. 201)" and then use the
egy di ers from that adopted ibutz et al.(2011). Timelines are 24 um-detected sources (i.e., Wi > 3 20 uly) as
masked at the position of 24m sources witts,4 > 60 ply us- ' H o 2 HY .
ing circular patches with radius of 44 and 6 at 70, 100 and priors for the source extraction in the PACS maps. The main
160um, respectively. This strategy allows us to mask almost vantage of this approach is that it deals with a large part of

PACS detections and corresponds to the masking of alii2fo a ztgie r%?flggwgrsdugzsizic:nudggrvsg ell? I(EZ?CSGM?ESS :r?c(ij g Ar\c():Védes
of the timeline. A small number of resolved sources (mainly i 9 '

i ; ; .
the GOODS-S eld) are masked using larger patches which 6}gsg[urcesl(/lagnelll et al. 201} The disadvantage of this method

adjusted visually. After being asked, timelines are high-pass Q:th\';\? em;rsé:dssubrggr;th;;tzlltsé%ug:eﬁsﬁpge;seen(} '8 no'?hr eP)rA(\eCI:aS- m-
Itered using a running box median with radius of 12 readou J y H

(24 ), 12 readouts (24 and 20 readouts (49 at 70, 100 and e depth of the mid- and far-infrared images of the GOODS

160 pm, respectively. These radii are chosen based on res léjs' Magdis et al (201]) have investigated this assumption.

from Popesso et a[2012) . Although we use an optimized high- ey found that in the GOODS-H observations of the GOODS-S

0 i i -
pass ltering strategy, PACS ux densities still have to be corze £|1C:1 rl]ec?;tgllgguze/ol r?];tS recz'r“;](t:)i(s-:-gL:jrz:t?sZ{ePngéegblgetR/Zt?glrisof
rected for ux losses. The corrections are providedPiopesso : '

et al. (2012 for our high-pass lter setting, i.e., 13%, 12% anothe GOODS-N gld are shallower than thqse analyseldl.&gdls
. et al. (2011, while MIPS-24pum observations are equivalently
11% at 70, 100 and 16@m, respectively (see Sed). . .
After the removal of the “1f” noise, AORs are at- elded OceP (-€ 3 20y in both GOODS-N and GOODS-S).
and ux calibrated. Then, the map of each AOR is created usi gonsequently, in the GOODS-N eld, the fraction of PACS

a “drizzle” method Fruchter & Hook 200R2implemented in the SBurces with no MIPS-24im counterparts should be signi -

0 X X - .
HCSS. Because all AOR maps are projected on the same wi Y ntIGyéogvert_rhaszlié)d”TgEégs;Ir:(ljs&?Ssrgzcrinbé/;[gzzun;gts:lng
coordinate system, they are coadded into a nal map using,

weight, the e ective exposure time of each pixel, appropriatelIﬂa a matching radius of 4and 6 at 100 and 16Qum, respec-

Although, a “drizzle” method is applied for the creation of eac udr tthtO4D18%S 4bzl(|£darf:jA(§SSo/oar;? thr?éPFS)A%Agw Scc?l}?ézgus;\,/gv ﬁo
AOR map, the nal map still contains some correlated nOiS‘R/IIPS-24p.m cbunterparts within 3 4 and 6 at 70, 100 and
Thanks to the high redundancy of our data at each sky positi Eﬂpm, respectively. These fractions should be treated as up-
we are able to calculgte the mean c_orrelated NOISE aCross 3R imjts, given that most of these sources have faint PACS ux
map and within our point spread functions (PSFsilagie etal. = o gities (i.e., 80% wit!s/N < 5) and thus could be spurious
2011). These mean correlation corrections were taken into se Sect4.4).’ To understand the spectral properties of PACS
count while measuring uncertainties from the uncertainty maps, ..o with no MIPS-24m counterparts, we study the typ-
(i.e., uncertainties have to be corrected upward by a factdy; ical PACS-to-MIPS ux ratio observed in ',[he GOODS-S eld
Sect4.2). | (Fig. 3). While the bulk of the PACS-100 (~16@jn population
Figure 2 shows the combined PBBOODS-H PACS- jiag \well within the paramer space reachable by our MIPS-
100pm maps of the GOODS-N (top left panel) and GOODS-54 \m catalogue (i.e., below the dashed lines of Ey.there

6 See the GOODS ACS data release at MASTip://archive. 7 The MIPS-24um catalogues used here are slightly elient from
stsci.edu/prepds/goods/ those released bylagnelli et al.(2011). See Sec#.5for more details.
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Fig. 2. (Top left)PERGOODS-H map of the GOODS-north eld (1% 17) at 200um. (Top right) PERGOODS-H map of the GOODS-south
eld (11 x 17) at 100um. Contours correspond to exposure times greater than 0.5 (at the edge), 3, 6 and 9 (cépittejBotom left)Colour
composite image of the GOODS-north eld at g (blue), 100um (green) and 16@um (red).(Bottom right)Colour composite image of the
GOODS-south eld at 24im (blue), 100um (green) and 16Qm (red). The 24um images (PI: M. Dickinson) were obtained by tBpitzerSpace
Telescope, while the 100 and 16fnh images were obtained by théerschelSpace Observatory. In the colour composite images, sources with
contribution from the 24 100pum, 24+ 160um, 100+ 160 um and 24+ 100+ 160 pm bands would correspond to a cyan, magenta, yellow and
white colours, respectively. The relatively noisy edges of the colour composite images have been trimmed.

is, at faint ux densities, a slight truncation of the high-end ofot be much larger than that introduced by prior-free source ex-
the dispersion of the PACS-to-MIPS ux ratio. This truncatiortraction methods at such low signal-to-noise ratitN)SIindeed,

will translate into faint PACS-100 and —10n sources with atfaint ux densities, there are only small discrepancies, in terms
no MIPS-24pm counterparts. In adddn, galaxies with simi- of number of sources, between our blind and prior catalogues
lar spectral properties to Arp220 (i.e., with high PACS-to-MIP&ee AppendiXd). We note that we cannot use IRAC priors to re-
ux ratio and strong silicate absorptions) will also be missed iduce this incompleteness because the high IRAC source density
MIPS-24um catalogues, especiallyat 0.4 andz 1.3where (i.e., 2—4 priors per PACS beam) would force each far-infrared
the 18um and 94 um silicate absorption features are shiftedource to be deblended into several unrealistic counterparts.
into the MIPS-24um passband (see alédagdis et al. 2011 From the expected positions of sources, we t empirical
The existence of PACS sources with no MIPSt4 counter- PSFs (see Seat.3) to our PACS maps. PACS ux densities are
parts will naturally introduce slight incompleteness (i€1% then de ned as the intensity of the scaled PSFs. The simultane-
and<4% in the GOODS-N and GOODS-S elds, respectivelypus t of nearby sources optimizes the deblending of their ux
in our prior catalogues. Howevdrecause this topmpleteness densities. As for a standard apee measurement, the photom-
mostly appears at faint ux densities (i.6&5/N < 5), it should etry of each source is corrected to account for the nite size of
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Fig. 3. PACS-to-24um ux density ratio as a function of the PACS ux density inferred from the “blind” stricatalogue cross-matched with the
MIPS-24pum catalogue. Shaded regions show the space density distribution of galaxiaswa({té lef), L00um (top right) and 160um (bottor)

in the GOODS-S eld. In this eld, the MIPS 24m catalogue reaches a 3imit of 20 pJy, while the PACS-70, 100 and 1¢én data reach 3
limits of 0.9, 0.6 and 1.3 mJy (vertical dotted black lines). The paransgiaces reachable by our prior soueg&action method using the MIPS
catalogue are located below the dashed black lines: PACS sources located above these lines will not be d&testeddaiainge triangles, red
circles, light blue squares and dark blue stars show the PACS-ma24x density ratios of galaxies with,g = 10'*5 L as predicted at dierent
redshifts using the spectral energy distributions (SEDs) of normal (MS), star@B}¥igalaxies Elbaz et al. 201}l IRAS 22491 Berta 200%
and Arp220 Silva et al. 1998 respectively. The right point of each track corresponds t00.5, while other points correspond to increasing
redshifts, with intervals of z = 0.5 (arrows indicate the path followed for increasing redshift). Predictions faxig with lower or higher
infrared luminosities will correspond to a global vertical shift of these tracks towards lowéglwerlPACS ux densities, respectively. Most of
the PACS population lies well within the limits of the parameter space reachable by ourMis catalogues, i.e., below the dashed lines.

our empirical PSFs, i.e., they do not include the power containpdsitions of sources. This blind source extraction is performed

in the wings of the real PSFs (see S&cB). Finally, because of with Star nder Diolaiti et al. 2000zb). This code is appropri-

ux losses from the high-pass Itering, additional corrections arate for the extraction of the unrevolved PACS sources, because
applied to our ux densitymeasurements (see Sefjt. it was especially designed to obtain high precision astrometry

Flux uncertainties are estimated on residual maps. These 8Ad photometry of point sources in crowded elds. Basically,
certainties are de ned as the pixel dispersion, around a givefar nder carries out source extraction using three steps: (i) de-
source, of the residual map convolved with the appropriate P&#¥ction of candidate point sources; (i) veri cation of the likeli-
This method has the advantage of taking into account, at tieod of the candidate point sources; (iii) ts of empirical PSFs
same time, the rms of the map (including correlated noise affdthe map, at positions of the candidate point sources.
inhomogeneities in the exposure time) and the quality of our t- Input parameters of Star nder are ne-tuned using MC sim-
ting procedure. Because our far-infrared observations have betations (see Sect.4). Star nder performed its PSF- tting
designed to reach the confusion limit ldersche) our ux un- analysis with the same empirical PSFs as those used for the
certainties also contain a part of the confusion noise left in tipgior source extraction (see Sedt3). Flux densities inferred
residual maps (i.e., confusion noise, due to sources fainter thyh Star nder are corrected fothe nite size of the empiri-
PACS detection limits). In this context of complex combinatiogal PSFs and for the ect of high-pass lItering (see Sect3.
of instrumental and confusion noise, we test the accuracy of gud 4.3). From the MC simulations we observe that, despite
ux uncertainties using extensive Monte Carlo (MC) simulationthe ne-tuning, Star nder still tends to overestimate the ux
(see Sect4.4). We nd that the ux uncertainties inferred from density of sources at low/8 levels (about 10% a&/N
the residual maps and the photeiric accuracies inferred from 3). This behaviour is corrected using factors derived from the
the MC simulations are in good agreement. MC simulations.

Star nder being exclusively designed for point source ex-
traction, the presence of a few extended sourc8sspurces per
eld) in the PACS maps aects its detection process: extended
PACS ux densities are also extracted using a “blind” PSF- ttingources are split into sub-components. To x this problem,
analysis, i.e., without taking, as prior information, the expectede run SextractorBertin & Arnouts 199§ on these extended

4.2. Blind source extraction
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sources using Kron elliptical apertures. Extended sources &®" = min(S,4) x meanS / Sys), where mear§ / Sy4) is 10, 20
identi ed using an empiricaimethod exploiting the isophotaland 30 at = 70, 100 and 16@im, respectively (see Fi@). To
area vs ux parameter space. In this parameter space, extengegbserve the original statistics of the image (especially its source
sources have large isophotal areas compared to their ux densiimber density), the number of simulated objects added at one
ties. PACS ux densities of the sub-components of the extendtiohe is kept small (i.e., 20 sources). To recreate the clustering
sources are erased from our blind source catalogue and replguexperties of PACS sources, simulated objects are positioned,
by ux densities inferred by Sextractor. We note that the aavith respect to the MIPS-2dm sources, to reproduce the dis-
curacy of the Sextractor ux densities was veri ed using théance to the closest neighbour distribution observed in the MIPS-
Sextractor residual maps. 24 ym prior catalogues. Simulated sources are created using the
Flux uncertainties are estimated with Star nder using ounanipulated Vesta PSFs which contain the wing of the real PSFs
PACS uncertainty maps (see Se&jtand empirical PSFs. These(see Sec#.3). On these simulated images, we then perform both
ux uncertainties are corrected for the nite size of the PSFeur blind and prior source extraction using the empirical PSFs
and for the eect of high-pass Itemg. In addition, because and compare the resulting ux densities to the input values. To
our PACS uncertainty maps do not account for correlated noigaprove the statistics, this process is repeated a large number of
these ux uncertainties have to be corrected upwards usitijies using each time derent positions and uxes for the sim-
mean correlation corrections (Se8). We note that after cor- ulated sources. For each eld and at each wavelength, a total of
rection, the ux uncertainties inferred by Star nder are in goo@0 000 arti cial sources are used. Figutrshows, as an example,
agreement with the photometraccuracies inferred from theresults from the MC simulations performed in the GOODS elds

MC simulations. using the prior source extraction method. In both GOODS elds,
these MC simulations correspond to the central deepest regions
4.3. PSF reconstruction (i.e., avoiding the rather noisy edges of the GOODS-N eld and

Empirical PSFs used for the prior and blind source extraction acé%g)c e&g"gﬁ%ﬁgggﬁfﬁﬁﬁf })Sdéllt(ﬁz;ge;ptﬁgréogggg goel:l)ds S

derived directly from the PACS maps using Star nder. Anumbey o "5 50ps-S-deep) have been run, but are not shown here. In
ofisolated point-like sources presst in the maps are stacked and,, a6 "results from these MC simulations are very similar to

then normalized to unit total ux. Because of the limited numb ose for the GOODS-N eld, as expected from the similarity
of isolated point-like sources, the wings of these empirical PSEg, \ «on the GOODS-S—deeF; and GOODS-N average exposure
have limited &N. Therefore, they have to be truncated to small%rmes

radii (96 , 7.2 and 12 at 70, 100 and 160m, respectively) From these MC simulations we derive three important quan-

and then renormalized to a unit total ux. L X i
Because of their nite extent, the empirical PSFs do not | tities: the completeness; the cantination; and the photomet

clude all the power contained in the wings of the real PSlg".: aclcuracy Of. ogr ca(tjaloglrJ]esf as a fu?cponlof dux density.

Consequently, ux densities inferred from these PSFs have pmpleteness Is de ned as the fraction of simulated sources ex-
' tActed with a ux accuracy better than 50%. The contamination

be corrected, as would be done for any standard aperture

; ; € 1&%de ned as the fraction of simlated sources introduced with
measurement. Aperture cortems are derived by comparindg "5 "yt extracted witts > 3 . The photometric accuracy

the empirical PSFs with the reference in- ight PSF for our obs: S "y o
serving mode, obtained from observations of the asteroid Ves'[ dliigidazsat?l?ni?c?r? z;rsd ??E)/:S'gc;ir;]g; tirﬁ’lé(itgsdr)s"llzgg‘g %ﬁ o-
ou “).

First, the Vesta observations are manipulated to account for v

|- . . . .
. > ; metric accuracies have the advantage of taking into account
ations of the position angle (PA) between our AORs, i.e., taémultaneously nearly all sources of noise, i.e., including confu-

Vesta observations are rotated to the PA of each AOR and t : L )
stacked. Second, Vesta observations are smoothed to matc%Tﬁg' Table2 summarises these quantities for both the blind and

: L IOr source extraction approaches.
fcl)lrggtlc))/élbrg%dzegr:]\éVI;l\éllogih%eniglgc;aﬂg’ ig% (?ézigi{i%s)fa From these MC simulations we conclude that the prior and
These broader FWHM can be explained by residual pointing Jpjind PSF- tting methods perforraccurate extraction of PACS
certainties left by our recéring procedure (see Se@. Finally, >0Urces: The prior and blind source catalogues are characterized
aperture corrections are de ned as the fraction of the total ene hlgr:jccr)]mg)letep_ess and low cggg%;mnve\lltlonblevels,_ als;.well as
contained in these manipulated Vesta PSFs within the radii of K good photometriaccuracy (1. s ). We observe in Figl
empirical PSFs. At 70, 100 and 1@6n, the empirical PSFs con-
tain 77, 68 and 69% of the total energy of the manipulated Ve
PSFs, respectively.

at, using our ux uncertainties, & N > 3 cut almost always
gfgnslates into a photometraccuracy better than 33% (i.e., as
expected from sources wii N > 3). We can thus conclude that
our ux uncertainties are fairly accurate. However, we also note
. . that in the GOODS-S eld the photometric accuracy is worse
4.4. Monte Carlo simulations than 33% for ux densities below.6 mJy and 2 mJy at 100
The PEPGOODS-H observations have been designed to reaghd 160um, respectively. At such faint ux densities our PACS
the confusion limit of théderschelSpace Observatory at 100 andl00 and 160um maps are likely to be acted by confusion
160pm. Flux uncertainties are therefore a complex combinatiomwise (i.e., (100pum) 0.15mJyand ((160um) 0.68 mJy;
of instrumental and confusion noise. In order to estimate thesge Sect5) that is not fully accounted in ux uncertainty es-
complex ux uncertainties and to characterize the quality of odimated by our source extraction methods. This conclusion is
catalogues we perform extensive MC simulations. further con rmed by the analysis of theS§, S Sou)/ s dis-

We add simulated sources to our PACS 70, 100 amdbution ( s being the ux uncertainty inferred by our source
160 um images with a ux distribution, approximately match-extraction methods). Indeed, in all but the GOODS-S 100 and
ing the measured number counBe(ta et al. 20102011). 160 pum elds, the Sin S Sout)/ s distribution follows, as ex-
The ux densities of the faintest simulated sources are dpected, a Gaussian distribution with a dispersion almost equal
ned as the PACS ux densities (i.e.S) expected for to 1. Instead, in the GOODS-S 100 and 360 elds, we nd
the faintest MIPS-24um (i.e., Sp4 = 20 pJy) sources, i.e., thatthe §;,SSeu)/ s distribution follow a Gaussian distribution
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Fig. 4. Results of MC simulations in the GOODS-North and -South eldsgshe prior source extraction method. These MC simulations
correspond to the central deepest regions of each eld, i.e., avoiding the rather noisy edges of the GOOD%#idl etthcentrating on the
GOODS-S-ultradeep part of the GOODS-S eld. Blue lines represent the average photometric accuracy de ned as the staatitzmcbtithe
(Sout S Sin)/ Sout distribution in each ux bin (after 3 clipping). Red lines show the mean value of tSg(S Si,)/ Sou; distribution in each ux
bin. Inset plots show the fraction of arti cial sources detected in the image (i.e., ca@mpks) as a function of input ux (orange plain histogram)
and the fraction opurioussources (i.e., contamination) as a function of ux density (striped black histogram).

with a dispersion of 1.2, indicating that our ux uncertainties 4.5. Content of the PEP/GOODS-H released package

are underestimated and do not fully account for confusion noise. . o
Therefore, we recommend caution in using Rux densities Iovff(:t‘fe PEPGOODS-H released packdgeontains the scienti c,
than0.6 mJy and2.0mJy at 100 and 160m, respectively. uncertainty and coverage PACS maps. We reiterate that the
. . . OODS-S 1060um coverages and noise levels are inhomo-
From this analysis we conclude that in the GOODS-N egeneous due to the combination of observations witredint
the combined PEREOODS-H data are 3.0 (1.16) and 2.8 (1.184yqts (see Sec®). In contrast, the coverages and noise lev-
times deeper than the PEP (GOODS-H) data at 100 an@®60 ¢|5 for GOODS-N 100.60um and GOODS-S 7Qm are fairly

respectively. Similarly, in the GC_)ODS—S—uItradeep subarea C%6mogeneous, except for degradation near the edges.
ered by both projects, the combined PERODS-H data are 2.3

(1.5) and 2.0 (1.5) times deeper than the PEP (GOODS-H) datattp://www.mpe.mpg.defir/Research/PEP/
at 100 and 16Qum, respectively. public_data_releases.php
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Table 2. Statistics of released catalogues, for regions above the speci ed exposure time.

Field texposurd > S(1 ) NumS Num®  Compld Contam? Compl® Contam® S(80%)
and bands hrpixel mlJy SIN>3 SIN>5 %at3 % at 3 % at5 % at5 mJy
Prior source extraction
GOODS-N 100 B 0.32 914 574 36 14 72 5 .97
GOODS-N 160 B 0.70 838 546 24 32 62 5 .86
GOODS-S 70 D 0.30 476 245 21 24 77 2 .39
GOODS-S 100 ultradeep 5 0.18 472 346 21 27 65 5 .22
GOODS-S 160 ultradeep 3B 043 445 313 18 38 45 14 &3
Blind source extraction
GOODS-N 100 B 0.32 865 596 13 37 56 7 .24
GOODS-N 160 B 0.70 867 521 16 48 53 17 .83
GOODS-S 70 D 0.33 396 205 19 19 72 11 A1
GOODS-S 100 ultradeep 5 0.18 513 377 21 42 74 9 .02
GOODS-S 160 ultradeep 3B 043 485 368 15 47 45 8 .89

Notes.® Numbers listed in this table are only suitable for sources situated in the regions elctiéth exposure time higher than that reported
in this column.To convert the PACS coverage maps provided in the releaseaypaato hrépixel, users should multiply them by@6 x 10°2.

® The 1 ux density levels have been computed from 10 000 random extractions on residual thajsnber of sources above a giverNS
threshold @ Completeness is de ned as the fraction of simulated sourcesSyjth 3(5) and extracted with a ux accuracy better than 509,
i.e.,S0.5 < (Sout S Sin)/ Sout < 0.5. @ Contamination is de ned as the fraction of simulated sources introducedSyith 2 but extracted with
Sout> 3 . () Flux densities abovevhich our catalogues are 80% complete.

The released package contalP&CS blind and prior source as sources brighter than half of the ux density of the source
catalogues, down to 3signi cance. Because our source exof interest, and closer than 206.7 and 11 at 24, 100 and
traction methods might be inaccurate on the noisy edge of thé0, respectively. Having counted the number of neighbours of
PACS maps, we crop these regions from our catalogues. In argiven source (i.eNeib24, Neib100 andNeib160), its “clean
der to track coverage variations across the elds, we provide fiordex” is given by
each source its exposure time (or equivalent) in each passband.

The completeness and contaation levels inferred from the clean_index = Neib24 + Neib100x 10+ Neib160x 100Q
MC simulations are part of the released package. To use them, (1)
users should restrict their sample to sources with exposure time ) )
greater than that quoted in the second column of Talfiénally, Ve note that the radius of 20at 24um was de ned in order
we remind users that because our ux uncertainties do not ful‘iﬁf provide a “clean region” to the SPIRE-25n galaxy pop-
account for confusion noisspurces with Rux densities belowtlation FWHM 18 ; seeElbaz et al. 201)L Therefore a

0.6mJy at 100um and2.0mJy at 160um have to be treated cl€an index” corresponding tbleib24 1 would provide a
with caution very conservative selection for accurate PACS ux density es-

B imates. Thus, we recommend the use of this conservative cri-
Calibration factors used to generate the nal PACS ma n ; ! . 2R0 o
are derived assuming an in-band SED & = constant (see éerlon (ie.,Neib2a  1; 36% and 33% of the PACS sources

theHerscheldata handbook for more details). Thus, some mo{%épg AGCOSOsl:;ﬁ;cNegnveitﬁoagc[L)J?a;tse ?Jgsdéﬁ:ﬁizcst'\éilty())nft ttg tsees_t
erated colour corrections (i.e<,/%) might need to be applied y

to our ux density measurements. as in-band SEDs of dista\p{petherany scienti c results obtained with the full catalogue do
Y ' ot change when this criterion is applied.

galaxies could be dierent from those assumed here. Howeve?, i
because these colour corrections depend on the redshift of theWe stress that the MIPS-24m catalogues released here

. : _are slightly di erent from those released bylagnelli et al.
source, we decidedotto apply any colour correction to the re (2011). These new MIPS-24im catalogues are generated us-

leased catalogues. ing, as prior information, newer versions of the IRAC catalogues
PACS blind catalogues have been cross-matched to %ﬁich are publicly available as part of the GOODS-H data re-

MIPS-24um catalogues using a maximum likelihood analysig e These MIPS-34n catalogues are identical to those used
(Ciliegi et al. 2001 Sutherland & Saunders 19pZhis method ¢, thé GOODS-H djf;nrelea%eglbaz etal. 201}

simultaneously accounts for.qxes and positions of MIPS184 Finally, we note that the PEBOODS-H released package
counterparts as well as positial errors in both the PACS andg s contains ancillary productsei, the uncertainty and cov-
MIPS samples. The cross-identi cation of PACS and MIPgrage maps, the empirical PSFs used by our source extraction
sources is included in the released package. In Appehde Pquthods, the Vesta PSFs used to measure aperture corrections,

compare the PACS blind and prior source catalogues using s results of the MC simulations and the PACS residuals maps.
cross-identi cation.

Following the results oElbaz et al(2011) andHwang et al. ) .
(2010, we provide for each source of the blind and prior cat@- Confusion noise

logues, its “clean index”. Because this “clean index” is a meg; llowing the formalism oDole et al.(2003, deep PACS ob-

sure of the number of bright neighbours for a given source in @ ations might be @cted by two dierent types of confusion
passbands, it supplies information on the potential contamina-

tion of its ux densities. Herg“bright” neighbours are de ned ° http://hedam.oamp.fr/iGOODS-Herschel
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due to extragalactic sources. First, the photometric confusion 0.5F
noise due to sources below the detection li§it, which pro- N
duce signal uctuations (i.e., ¢) within the beam of the PACS - S
sources, i.e.Sim/ ¢ = q with g = 3 or 5. Second, the den- [ ‘E\
sity confusion due to the high density of sources ab8yg )
which increases the probability to miss objects that are blended
with bright neighbours. Because our GOODS-S 100 anduh60 [ ]
maps are the deepest blank eld observations obtained by the® _g 51 8. }
HerschelSpace Observatory, they are the most suitable datasets— - NNECW ;
to estimate the PACS-100 and -1j6® photometric and density [ B @
confusion noise. These estimates are presented in this section [ AN )
while the PACS-7Qm confusion noise is derived and discussed -1.0F S e
in Berta et al(2011, they nd that the GOODS-S PACS-74in ' : ’ } } } }
observations are too shallow to beexted by either type of
confusion).

The photometric confusion noise is estimated empirically T T T T T
following the procedure described Frayer et al.(2006 and - Oconru(q=5)~0.68 mJy
Berta et al.(201]). First, we built several GOODS-S maps 05'_ AN ]
using only a fraction of théHerschelobservations available. 1 E« l
These partial-depth maps regularly probe the logarithmic ex- = )
posure time parameter space fror@.1 Wpixel to 10 hpixel. E [ ORI

o
g

o [mly])

-1.5 -10 -05 0.0 05 10 15
log(texposure [hrs/pix])

Secondly, we performed prior source extractions on these ook @@ ® .
partial-depth maps and produced the corresponding residual - T 1
maps removing sources wih > Sy, with S/ ¢ = qusing [
g = 5. Thirdly, we measured the total noise in these resid- I E\ !
ual maps using the procedure described in Skdf.i.e., 1 is -0.5F AN -
de ned as the pixel dispersion of the residual map convolved [ E‘\ ]
with the Vesta PSF. Finally, we estimated by analyzing the . . . L L L
variation of 1 as a function of exposure time (see F&). This -15 -1.0 -05 00 05 10 15
procedure was iterated until convergenceSas/ . = 5 was 1og(texposure [hrs/pix])
reached. : o

Noise in partial-depth maps with short exposure time is dorﬁ'—g' 5. Noise in the PACS-10im (top pane) and PACS-16Qm (bot-

. . . m panel maps as a function of exposure time. Empty circles represent
inated by the instrumental noise and therefore d‘:"(:re"’lse%he total noise 1 of the maps. The total noise is tted with two noise

ast>®. In contrast, noise in partial-depth maps with long eXsomponents added in quadrature: an instrumental nqisemponent
posure time departs from the®® trend and is a combination following at3° trend (dashed line and empty squares) and an constant
of instrumental noise and confusion noise. Assuming that baibnfusion noise . component. The dotted lines present the two com-
components follow a Gaussian distribution; can then be ap- ponents tted to . The dot-dashed lines present the two components
tted to 1 made inBerta et al (2011 and illustrate the smaller expo-
sure time range probed in their study.

proximatedby t= 2+ Z Because ¢ does notdepend on

the exposure time, one can thus estimatdy tting t with a
two components function, i.e.c and | 05,

We nd a photometric confusion noisec of 0.15 and ¢orrespondsto 16.7 beafssurce, i.e., the density at which 10%

0.68mJy in the PACS-100 and -16@m passbands, respecf the sources are separated by less th8xFWHM and thus
tively. The total noise of the PEBOODS-H observations is thus«yended” Dole et al. 2003where = 1.14x FWHM? is the

nearly dominated by the photometric confusion noise atilfi0 504 of a beam). Using the PACS number couBtsta et al.
( 1%=011mJy) and it is fully dominated by the photometrigz01 1) found that this density criterion correspondStg, 2.0
confusion noise at 16Am ( [®° = 0.21mJy). In both bands, and 8 mJy at 100 and 160m, respectively. These limits are
this signi cant contribution of the confusion noise to the totalhus greater than the detection limits derived from our MC sim-
noise a ects our ux uncertainty estiates: our ux uncertain- ulations. This discrepancy can be explained by the very conser-
ties(1  0.18 and 0.43 mJy at 100 and 1A, respectively) vative approach adopted IBole et al.(2003. The density limit
do not fully account for confusion noise and sources with uxf 16.7 beamisource ofDole et al.(2003 corresponds to 10%
densities below ® mJy at 10qum and 20 mJy at 16Qum have of blended sources (i.e., separated by less thanx GFWHM).
to be treated with caution (see Setd). This requirement translates into a blending-completeness of
We note that our photometric confusion noise estimates @@% while sources can be accurately extracted at lower com-
lower than those oBerta et al.(2011, . 0.27 and 092mJy pleteness: at the 3level a catalogue has a typical completeness
at 100 and 16Qum, respectively). These discrepancies likelyalue of 40-60% (i.e., 60-40% of blended sources). Using this
come from the fact that the observations usedérta et al. more realistic assumption (i.e., measuring the density for which
(2011) were not deep enough to be dominated by the phot0% of the sources are separated by less thé&x FWHM),
metric confusion noise and therefore led to more uncertain &g infer a confusion density limit of 3.5 beam/source. In our
timates. This limitation is illustrated by the dot-dashed lines iBOODS-S-ultradeep catalogues, the density of sources corre-
Fig. 5 which represent the range of exposure time probed $ponds to 8 and 4 bearssurce at 100 and 160m, respec-
Berta et al(2011). tively. In these catalogues, the density of sources is thus much
The confusion due to the high density of bright sources lBgher than the density confusion limit de ned ole et al.
usually de ned as the ux limitS;, at which the source density (2003 i.e., 16.7 beanisource) but lower than those de ned
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Fig.6. PACS 100 and 16Am di erential number counts, normalized to the Euclidean slopéd8  S>2°). Filled and open symbols show ux
density bins above and below the 80% completeness limit, resplctidrey shaded areas present estimates obtained usitiepsehelobser-
vations. Blue shaded areas present estimates obtained using PACS obserBatitanst(al. 201)L Lines represent predictions from backwards or
forwards evolutionary modeld égache et al. 200/Rowan-Robinson 200%aliante et al. 2009Le Borgne et al. 20Q%ranceschini et al. 2010
Gruppioni et al. 2010Lacey et al. 2010Marsden et al. 203,]Rahmati & van der Werf 201 Niemi et al. 2012Béthermin et al. 201)2

using more realistic assumptions (i.e., 3.5 beamsce). We number counts are compared with various estimates from the lit-
stress that while an analyticaltesate of the confusion density erature based o8pitzeror Herschelobservations (for more de-
limit is useful, it should be used with caution as it does not atails seeBerta et al. 201)L There is good agreement between all
count for the fact that our ability to separate pairs of sourcHsese estimates over the ux density range in common. However,
depends on their/8. In contrast, empirical estimates througthanks to the use of deeper PACS observations, owrdntial

MC simulations take this e=ct into account. number counts extend to fainter ux densities than any previ-
ous estimates. This extension 0.5 dex and 0.2dex at 100
6. Number counts and 160um, respectively, allows us to resolve into individual

] ) ] ) . .. galaxies an even larger fraction of the cosmic infrared back-
Using the blind catalogues (i.e., without applying any “cleaground (CIB). Using Fig. 10 and CIB estimatesR#érta et al.
index” selection) we inferred the PACS 100 and 1fiG (2011 i.e., 1261’55‘??}1 and 136358'33 nWm2sl at 100 and
di erential number counts down to an unprecgdented depiisbpm, respectively, by power-law tting of PEP data), we nd
(PACS-70um di erential number counts are derived Berta  that in the GOODS-S-ultradeep eld our PACS observations re-
et al. 201). For that purpose, we applied the method Qescrlbg@h,e 755%3% and 75515% of the CIB at 100 and 160m, re-
in Berta et al.(201Q 2011), which accounts for the incom- spectively. Furthermore, from the wealth of ancillary data avail-
pleteness and contamination of our catalogues using resylge for the GOODS-S and -N elds (see Se&}, we can also
from the MC simulations (see alsGhary et al. 2004Smail = study the redshift distribution of the PACS sources. Faint PACS
et al. 1999. In this mc_athod, observations with dirent qepths 100 pm sources (i.e.S1g0[mJy] < 1.5) have a median red-
cannot be treated simultaneously. Therefore we divided oifift of z = 1.3752%8 (errors give the interquartile range), while
PACS observations into two sub-samples: (i) a ultradeep sf¥ighter sources (i.eS100[mJy] > 1.5) have a median redshift
sample containing sources in the GOODS-S-ultradeep eld; aggl z = 0.85:24% Similarly, faint PACS 160um sources (i.e.,

.. . . S0.33
(i) a deep sub-sample containing sources in the GOODS- s0[mJy] < 2.5) have a median redshift af= 1_22%68 while

deep and GOODS-N elds (these two elds having the samgiqhier sources (i.eSig0[mJy] > 2.5) have a median redshift

depth). The ultradeep sub-sample covers amcéive area of ¢ — gat052 At 100 um (160um), sources at & z < 0.5
. . - - SO 8' 1 . 7
47 arcmirt, while the deep sub-sample covers areetive area o5 < , < 10, 10 < z< 2.0 andz > 2.0 contribute 24 (17)%,

of 327 arcmin.
) . . 36 (33)%, 26 (28)% and 14 (22)% of the CIB Ived b
The PACS 100 and 160m di erential number counts in- PAC(:S <))boserva(tior)15(.) an (22)% of the resolved by our

ferred from these two sub-samples are presented inG=&nd

provided in TableA.1. These di erential number counts are nor- The PACS 100 and 16Qm counts are nally compared
malized to the Euclidean slope (i.eNHS  SS29), expected to predictions from backwards or forwards evolutionary mod-
for a uniform distribution of galaxies in Euclidean space. Errals (Lagache et al. 2004Rowan-Robinson 20Q%aliante et al.
bars include Poisson statistics, ux calibration uncertainties, a209 Le Borgne et al. 200%ranceschini et al. 201Gruppioni
photometric uncertainties, as describedBerta et al.(2011). et al. 2010 Lacey et al. 2010Marsden et al. 203,IRahmati &
Filled and open symbols show ux density bins above and bgan der Werf 2011Niemi et al. 2012 Béthermin et al. 2012

low the 80% completeness limit, respectively. Ouratiential Although most of the models reproduce the observed PACS 100
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05 ' MIPS—24m ' ' ' i than those of Gruppioni et al.). From these deeper observations,
= 04F <o PACS—70um 4 we are able to better constrain the faint-end and intermediate
g E T ﬁig:jggwm i partoftheinfrared LFupta 2 and therefore to obtain better
— 03E™ Hm 1 constraints on its redshift evolution.

A The GOODS-N and -S elds bene tfrom an extensive multi-

N wavelength coverage necessary to obtain redshift information
< for the PACS sources. In the GOODS-N eld, we use & K

b

bands selected PSF-matchedat@gue created for the PEP sur-
vey'? (Berta et al. 20102011), with photometry in 16 bands
and a collection of spectrospic redshifts (mainly fronBarger
etal. 2008. In the GOODS-S eld, we use the GOODS-MUSIC
z+K bands selected PSF-matched catalo@raZian et al. 2006
Santini et al. 2009 with photometry in 15 bands and a collection
of spectroscopic redshifts. Tee multi-wavelength catalogues
also include photometric redshift estimates computed using all
Redshift ' optical and near-infrared data available (8=ta et al. 2011
. L . Grazian et al. 2006Santini et al. 200Q The quality of these
Egﬁz Oézzevgzgi)s%rgﬁrmgge_%,dpe;ecrrsn_'?&%'f gﬁg]sr_q%ra?%hg photometric redshifts was tested by comparing them_with the
PACS-160um bands) and thBale & Helou(2002 SED library. These "€dshifts of spectroscopically con rmed galaxies. The high qual-
uncertainties are derived by taking the standard deviation of thijgg( ity of these photometric redshifts is characterized by a relatively
distribution provided when normalizing dllale & Helou(2002 SED small scatter in Z/ (1+2) of 0.04 and 0.06 in the GOODS-N and
templates to the same monochromatic ux densit2@% to account -S elds, respectivelyBerta et al. 2011Santini et al. 2009
for typical photometric uncertainties, i.&,N  5) atagiven observed  Multi-wavelength catalogues were cross-matched with our
wavelength (i.e., this observed wavelength depends on the band fbS-PACS catalogues using their IRAC positions and a match-
r?dsg‘;t’\?f;”tgre.“mlonom paf”e)' Fr;‘;\gos” of PAbCS dsou_rces dettec_:ﬁqng radius of 0.8 (i.e., approximately the HWHM of the IRAC-
g'oe: 100pm, 7)01:‘1%%{1;?50% +°l“g0um S ggisl()a(;]+sﬁl.éldir:rlndoet;v(;- 3.6 um observations). In case of multiple associationQ26),
tions) as a function of redshift. we select the closest optical counterparts. In the GOODS-N and
GOODS-S elds, the common area covered by these catalogues
is 164 arcmif and 184 arcmify respectively. In these regions,
Q7% and 96% of the PACS sources have a multi-wavelength

and 160um number counts fairly well, some of them can b o 0
ruled out because of signi cant diepancies with our estimates COUNterpart. Among those sources, 64% and 61% have a spec-

In particular, we note that the modelsM&rsden et al(2017), rOScopic redshift in the GOODS-N and -S elds, respectively.
valiante et al.(2009 and Niemi et al. (2012 cannot repro- The rest of the_sources has_pho_tt_)metrlc redshift estimates.
duce the steep faint-end slope of the observed 100 angibg0  1he total infrared luminosities (8-100Qm) of PACS
counts. From this cursory comparison, it is clear that ultrade&BUrces with redshift estimates were inferred by tting their far-
PACS number counts allow for a better re nement of the modéldirared ux densities (i.e., 70, 100 and 16n) with the SED

and thus for better constraints on the evolution of star—formirﬁgm,plat,e library oDale & Helou (2002, i.e., leaving the nor-
galaxies. alization of each SED template as a free parameter. For sources

with only one far-infrared detection, infrared luminosities were

de ned as the geometric mean across the range of infrared Iu-
7. The infrared luminosity function minosities given by all SED templates. As shown on Fg.

even in this case of only one far-infrared detection, the uncer-
DeepHerschebbservations give us the opportunity to determinginties in the inferred infrared luminosities are small, i.e., bet-
the infrared luminosity function (LF) of galaxies with an unter than 0.2 dex. To use the MIPS-24m ux density of the
precedented accuracy. Indeed, fafrared observations provide PACS sources during our tting procedure does not change our
more accurate infrared luminosigstimates than mid-infraredresults. Indeed, therACSFM'PS/ LFACS distribution has a mean
observations fronspitzer for sources with multiple far-infrared value of 1 and a dispersion of 3%. Naturally, for sources with
detections (i.e., 70% of sources in the PEBOODS-H elds; only one far-infrared detection, the addition of the MIPSy@d
see Fig.7), the SED-shapér degeneracy is broken and in- ux densities allow us to break the SED-shapg-degeneracy
frared luminosity estimates are only limited by photometrignd thus to reduce uncertainties on our infrared luminosity es-
uncertainties; for sources with only one far-infrared detectiotimates. However, because the fraction of PACS sources with
uncertainties on the monochromaticit@ conversion are sig- single far-infrared detection is low (i.e. 30%; see Fig7) and
ni cantly reduced compared to those provided by single midecause the MIPS-24n ux density might be aected by emis-
infrared detection (see Fig). The importance of far-infrared sjon from an AGN, we decided not to use the MIPSp@4 ux
data increases further in cases where the mid-infrared maydahsities to derivér. We note that using the SED template li-
contaminated by the emission fnoactive galaxy nuclei (AGN). brary of Chary & Elbaz(2001) instead of that oDale & Helou

Taking advantage of PACS and SPIRE far-infrared obsery@002 to deriveLr (again leaving the normalisation as a free

tions for several multi-wavelength eld§ruppionietal(2013 parameter), has no impact on our results. Indeed, fiéLSE0
derived the infrared LF of galaxies. Thanks to the large area calistribution has a mean value of 1 and a dispersion of 13%.
ered by their observations 2.5 ded), they were able to robustly Figure8 illustrates the detection limits of our PACS samples in
constrain the intermediate and bright-end part of the infrared térm ofL g as a function of redshift.
uptoz 2 and the bright-end of the infrared LF upzo 4.
Here, we extend such study down to unprecedented depths@sublicly available athttp://www.mpe.mpg.defir/Research/
ing deeper PACS observationsdeeper in term of ux density PEP/

fraction
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Fig.8. Infrared luminosities as a function of redshift feterschel _. T . x
sources situated in the GOODS-S-ultradeep eld (red squares) and &ig- 9 Selection limits introduced in theusSLir parameter space by
uated in the GOODS-S-deep and GOODS-N elds (open circles). TR&" deepest PACS observations, i.e., in GOODS-S-ultradeep. Red con-
blue line on a white background shows the limits above which the UNUOUS lines are these selection limits atelient redshifts using our
GOODS-S-ultradeep sample could be considered as a unbiased Salg?fés 5 detection limits. Each line corresponds to the central redshift

: : ; : . dshift bins, i.e.z = 0.25 (further left),z = 055,z = 0.85,
of the star-forming galaxy population at this redshift. These limits al _our re > o .
inferred in Fig.9, and “steps” correspond to the redshift bins used fdf - 1.15,z = 1.55 andz = 2.05 (further right). The shaded area shows

: o ) local TqusSLir relation found byChapman et al(2003, linearly
lt::;eﬂtl;gn:%;; E)?rot,gij;?c?v\zsrdi ﬁgﬁ&?d GOODS-N elds, thefsxtrapolated to 1’(§I__ . Dot-dashed Iin_es show th'EjusSL.R relation_
inferred by Symeonidis et al(2013 using a sample of high-redshift

(i.e., 02 < z < 1.2) Herscheldetected galaxies. Dashed black lines

Uncertainties in determinintyz from monochromatic ob- show, for each redshift, the lowest infrared luminosities probed by our
servations (i.e., Fig7) are inferred assuming that tfizale & ultradeep PACS observatlc_Jns W|tho_ut any dust temperature biases and
Helou (2002 SED library reproduces both the full range o¥€tPoPulated by star-forming galaxies.
models appropriated for star-forming galaxies and the correct
distribution of SEDs within this po_pulation. Because neither of e minimum infrared luminosities that can be probed by
these assumptions are necessarily true,abelutevalues of e |R | Fs in each of our redshift bins (i.e.10< z < 0.4,
these uncertainties should be taken with caution. However,e¥h « ; < 07, 07 < z< 10,10< z< 1.3, 13 < z< 18

with thes_e Iimitatio_ns, unce_rtainties derived here are fuII_y Colhg 18 < z < 2.3) depend on the depth of our observations: at
sistent with those inferred iklbaz et al.(2013) by analyzing 5 given infrared luminosity, a large fraction of the galaxies has
the mid-to-far-infrared SEDs (i.e., based 8pitzey PACS and 1, he gpservable (i.e., small completeness correctipe; 0.5)
SPIRE observations) of a large sample of star-forming gaIaX|8\§er at least half of our redshift bin (i.e., Smulhay correction:
at0<z<2. ax > ZOWeT + (ZPPSS Zowen)/ 2y From this de nition, it is clear

The infrared (IR) LFs were derived using the Standa@atobse?rvationswith derent depths cannot be treated simulta-
1/ Vimax method Schmidt 1968 The comoving volume of a b

. . > . neously. Therefore, as for the number counts, we rstdivided our
given source is de ned @¥max = V., S Vz,,, Wherezy, is the Y

- il . ; PACS sources into two sub-samples: (i) a ultradeep sub-sample
lower limit of the redshift bin being used, amglax is the max- ¢ the GOODS-S-ultradeep ellod; and (i) a deepgub-samplrt)e

imum redshift at which the source could be seen given the Wom the GOODS-S-deep and GOODS-N elds. Then, for each

density limits of our observations, with a maximum value cols o\, redshift bins, we estimated the lowest infrared luminosi-
responding to the upper limit of the redshift bin. Heggxwas  jjag probed by these sub-samples.

de ned_by redshlftlngth@_ale&Helou(2002 te”_“P'ate tted to At a given redshift, the minimum infrared luminosity ob-
the far-infrared ux densities of our sources until itfell below they o pje by PACS depends on the dust colour temperature of
detection limits of our PACS observations, or uaihis greater qqayjes: at a givehiz, galaxies with warmer dust have brighter
than the upper limit of our redshift bin. For each luminosity bifpacs x densities. Therefore, we estimated, for each point of
the LF is then given by the TqusSLir parameter space its detectability by our PACS ob-
1 1 servations using the SED templatefafle & Helou(2002), i.e.,
I Vo xw’ (2)  adust temperature was assigned to each Dale & Helou template
maxt = T in a manner that is consistent with procedures usethapman
whereVnayi is the comoving volume over which thth galaxy et al. (2003 to derive thelr S Tqust relation. Then, assuming
of the luminosity bin could be observedL is the size of the that the locall4,sSLir correlation ofChapman et al2003 re-
luminosity bin, andw; is the completeness correction factor ofmains the same at high-redshift (see awapin et al. 2009
theith galaxy. The value ol is given by the MC simulations we de ned the minimunig of our IR LFs as the minimurh g
(Sect.4.4) and depends on the ux densities of each souvge: observable by PACS without affyst biases and populated by
equals 1 for bright PACS sources and decreases at faint ux destar-forming galaxies (i.e., within thEy,sSLir correlation). In
sities due to the incompleteness of our PACS catalogues. fHuis analysis we used the Simits of our PACS observations
sources with multiple PACS detections it is de ned as the magie., wherew, > 0.5) and the central redshift of our redshift bins
imum of the three passbands, i.@, = max@/® W' w'%). (i.e.,znax> 22+ (z,  SZVe"/ 2). Figured presents the results
Because we limit our LFs to infrared luminosities whefe>  of this analysis for our ultradeep sub-sample. The mininhysm
0.5, none of our results strongly depend on these corrections.observable by PACS strongly increases with increasing redshift,
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Fig. 10. Infrared luminosity functions estimated in six redshift bins with th& .« method. Red squares and black triangles show results from our
ultradeep (i.e., GOODS-S-ultradeep) and deep (i.e., GOODS-S-deep and GOODS-N) samples, respectively. Dashed lines representche best
these data points with a double power-law function with xed slopes. The shaded areas spasallitioas of these ts which are compatible,
within 1, with our data points: the dark shaded parts of these areas highlgluintinosity ranges directly constrained by our PACS observations,
while the light shaded parts highlight the luminosity ranges where our constraints rely upon extwagdiased onynee andLyneeand a faint-end
slope xed atitsz 0 value. Asterisks show the local reference, taken fBanders et a(2003, and the dotted line is the best tted to these data
points with our double power-law function with xed slopes. Red dot-dashed lines are resaitdizgnelli et al.(2009 2011 using deep MIPS-

24 um observationsMagnelli et al.(2009 2011) used the same double power-law function thatsedihere. To illustrate ¢hinfrared luminosity
range constrained bylagnelli et al.(2009 2011), we show, as open circles, their lowest infrared luminosity bins. Blue triple-dot-ddisiesd
present results fro@ruppioni et al(2013 who used a dierent analytical function to t their data points, in particular, a much shallower faint-end
slope.

and sources with hotter dust temperatures can be detected dovirared luminosity errors. For the plot, they were de ned as the
to fainter infrared luminosities (red lines of Fig). Combined quadratic sum of the Poissonian errord{ N) and errors com-
with the expected positions of galaxies in figsSLir parame- puted from MC simulations which account for both photometric
ter space, we can de ne the minimung of our IR LFs (dashed redshift and infrared luminosity uncertainties. The methodology
lines of Fig.9). The same analysis was performed for our deeji these MC simulations is described Mtagnelli et al.(2009
sub-sample. Results are very similar but systematically shifted11).
by 0.2dex towards highelr. We note that the modest evolu-  Figure 10 represents the IR LFs derived in six redshift bins
tion of theTqusSLir relation with redshift (see dot-dashed linegising our ultradeep and deep PACS observations (Tahi2s
of Fig. 9'%; Symeonidis et aR013 Hwang et al201Q Magnelli andA.3). We t the IR LFs with a double power-law function
etal., in prep.) only has a minor ect on these limits, i.e., they similar to that used to t the local IR LF which we also plot for
are shifted by @550.1 dex towards higher luminosities. We alsgeference $anders et al. 2003 LS for log (L/L ) < Lynee
note that using the dust temperature of galaxies situated on #pgy LS22 for log (L/L ) > Lyneo. In this tting procedure,
main sequence (MS) of the SAR- plane, we would derive sim- the normalization (i.e., wee) and the transition luminosity (i.e.,
ilar limits to those obtained using theusSLir relation. Indeed, |, of the double power-law function are left as free parame-
MS galaxies hav@qustof 27+ 3, 28+ 3,29+ 3,30+ 4,32+ 4and  ters. The shaded areas of Fid) present the solutions compati-
34+ 5Katz=0.25,z=0.55,2=0.85,z= 1.15,z= 1.55and ple with the data within 1. The evolution of yheeaNdLneeWith
z= 2.05 (Magnellietal., in prep.; see aldtagdis et al. 2012 redshift is presented in the upper left panel of Rigand given
Uncertainties in the IR LFs depend on the number of sourciesTableA.4.

per luminosity bin, on the photometric redshift errors and on the We compare our IR LFs with estimates madeMggnelli

et al. (2009 2011 using deep MIPS-24im observations and
11 To be consistent witEhapman et a[2003, the TasSLis relation of Herschelbased estimates fro@ruppioni et al (2013 that use
Symeonidis et al(2013 is obtained from theif 60/ f1005L s relation Shallower PACS observations covering a wideeetive area.
converted using thé60/ 100 and assigned dust temperature of eacdht z < 1.8, we nd good agreement with th8pitzeranaly-
Dale & Helou template. sis of Magnelli et al. (2009 2011). In particular, we observe
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