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Abstract

The solution of Poisson-like equations de�ned on complex geometry is required for gyrokinetic simulations,
which are important for the modelling of plasma turbulence in nuclear fusion devices such as the ITER
tokamak. In this paper, we compare three solvers capable of solving this problem, in terms of the accuracy
of the solution, and their computational e�ciency. The �rst, the Spline FEM solver, uses C1 polar splines to
construct a �nite elements method which solves the equation on curvilinear coordinates. The resulting linear
system is solved using a conjugate gradient method. The second, the GmgPolar solver, uses a symmetric
�nite di�erences method to discretise the di�erential equation. The resulting linear system is solved using a
tailored geometric multigrid scheme, with a combination of zebra circle and radial line smoothers, together
with an implicit extrapolation scheme. The third, the Embedded Boundary solver, uses a �nite volumes
method on Cartesian coordinates with an embedded boundary scheme. The resulting linear system is solved
using a multigrid scheme. The Spline FEM solver is shown to be the most accurate. The GmgPolar solver
is shown to use the least memory. The Embedded Boundary solver is shown to be the fastest in most cases.
All three solvers are shown to be capable of solving the equation on a realistic non-analytical geometry. The
Embedded Boundary solver is additionally used to attempt to solve an X-point geometry, highlighting the
problems with concave boundaries.

Keywords: plasma simulation, Poisson equation, tokamak, �nite elements, �nite di�erences, �nite
volumes, multigrid scheme, conjugate gradient

1. Introduction

The construction of e�cient tokamak fusion reactors represents one of the most promising potential
methods for future energy production. In these reactors, plasma is produced and magnetically con�ned
inside a torus. The current design of reactors, e.g. ITER1 or JET 2, was obtained using empirical laws. In
particular, turbulent transport in plasma is a limiting factor for the performance of energy production, and
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its underlying physics needs to be well understood in order to obtain better designs for tokamak devices.
The simulation of plasma in tokamaks involves high costs in terms of computation and memory, and requires
the use of e�cient High Performance Computing techniques (HPC).

The gyrokinetic framework is of particular interest in this context since it is able to capture the turbulence
in the plasma, and allows the phase-space dimensions of the system to be reduced from 6 to 5 dimensions:
3 for the torus geometry and 2 for the velocity [BBG+ 18, GAB+ 16]. At each time step in gyrokinetic codes,
one 5D Vlasov equation must be solved for each species, as well as a 3D Poisson-like equation describing the
quasi-neutrality. The solution of the latter 3D system is very computationally expensive. While some codes,
such as GENE-X [MSU+ 21] and EUTERPE [HTK + 02], solve this equation in its entirety, the majority of
codes including GYSELA [BBG+ 18], and ORB5 [JBA+ 07] simplify the equation to a series of independent
2D equations. The 3D equation contains a derivative along the direction perpendicular to the magnetic �eld
lines. These lines have a poloidal and a toroidal component, however in an axisymmetric con�guration, it
is possible to neglect the small poloidal component. This limits the con�gurations that can be simulated,
thus GYSELA, and ORB5 can only simulate tokamaks while GENE-X and EUTERPE can also model
stellarators.

In this article, we are interested in the solution of the 2D gyrokinetic Poisson-like equationLu = f with
homogeneous Dirichlet boundary conditions, de�ned as:

Lu = �r � (� r u) + �u = f in 
 ;

u = 0 on @
 ;
(1)

where 
 � R2 is a disk-like domain, f : 
 ! R is the right hand side, � : 
 ! R is a non-constant
coe�cient involving the density pro�le, and � : 
 ! R is a non-constant coe�cient inversely proportional
to the temperature pro�le. Three di�erent solvers are compared, which use a variety of methods to solve
Equation (1). The goal is to determine which solver is best adapted to this problem given the constraints of
the framework where it will be implemented. In particular, we focus on an implementation in the GYSELA
code [GAB+ 16], however, we strive to present the advantages and disadvantages of each solver in a way
that allows this comparison to be generalised to other codes. The three solvers and their implementations
are described in detail in subsequent sections. They are a spline-based �nite elements solver operating on
polar coordinates, referred to as the Spline FEM solver (Section 2), a geometric multigrid solver operating
on polar coordinates, referred to as the GmgPolar solver (Section 3), and a �nite di�erences solver operating
on Cartesian coordinates with an embedded boundary approach, referred to as the Embedded Boundary
solver (Section 4). The main similarities and di�erences of the solvers are summarised in Table 1.

Spline FEM solver GmgPolar solver Embedded Boundary solver
Numerical Method Finite Elements Finite Di�erences Finite Volumes

Linear equation solver Conjugate Gradient Multigrid Multigrid
Singular Point C1 polar splines Handled in discretisation N/A
Coordinates Polar Polar Cartesian

Asymptotic accuracy Degree dependent Up to 4 Up to 2

Table 1: Comparison of the main similarities and di�erences of the three solvers. Details about these results can be found in
Sections 2-4 and the references therein.

The Spline FEM solver and the GmgPolar solver represent the domain using polar coordinates (r; � ),
i.e. based on an invertible mapping from the Cartesian coordinates (x; y) to the polar coordinates (r; � ) 2
(r 0; a] � [0; 2� ), where r is the normalised radius, � is the poloidal angle, r 0 is the minimum value of r ,
and the maximum value of r is the minor radius a of the torus describing the tokamak. The mapping is
illustrated in Figure 1. The Cartesian coordinates are sometimes referred to as the \physical" coordinates,
while the polar or curvilinear coordinates are known as the \logical" coordinates.

Polar coordinates are most commonly used to describe a circle, however this is a poor representation of
the cross-section of a tokamak. According to Connor et al. [CCH+ 88], the cross-section can be described
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Figure 1: The curvilinear coordinates de�ned by a mapping F between the Cartesian and polar coordinates ( r; � ) 2 [r 0 ; a] �
[0; 2� ).

by a disk to which multiple transformations are applied. These transformations elongate the disk, give it
triangularity, or introduce a Shafranov shift. In this work, we will aim to describe the problem on the
geometry described in [CCH+ 88], known as the \Culham geometry". The GYSELA code has recently been
adapted to target this geometry in order to take more realistic geometries into account. However, it is not
possible to compute an analytical solution to Equation (1) on this geometry so it cannot be used to compute
the error which arises when using each of the three solvers. In order to evaluate the comparative accuracy
of the solvers, preliminary tests will be carried out on analytical geometries in Section 5.

The polar coordinates, used by the Spline FEM solver and the GmgPolar solver, provide a more natural
representation of the geometries than the Cartesian coordinates used by the Embedded Boundary solver, but
they give rise to two challenges. First, an arti�cial singularity is introduced at the origin of the mapping. This
point is di�cult to handle numerically, so many solvers choose a positive minimum radius r 0 > 0. However,
there are important problems in magnetic fusion where a correct treatment of the pole is essential. Therefore,
a solver targeting a plasma simulation code such as GYSELA should ideally handle this singularity. The
Spline FEM solver employsC1 smooth polar splines as explained by Zoni and G•u�cl•u [ZG19] to handle the
singularity. The GmgPolar solver uses �nite di�erences across the origin to avoid the issue, as detailed in
[KKR22].

The second challenge is due to the anisotropy which appears in the meshing of the (r; � ) plane. The
�nite elements scheme used in the Spline FEM solver uses the metric tensor to handle this anisotropy.
The 9-point �nite di�erences scheme used in the GmgPolar solver was constructed to naturally handle the
use of anisotropic meshes. Both solvers can handle non-uniform meshes which allows the use of additional
re�nements to compensate for the anisotropy.

The paper is organised as follows, in Section 2 the Spline FEM solver is introduced, the GmgPolar solver
is introduced in Section 3, and the Embedded Boundary solver in Section 4. In Section 5, we compare
these three approaches for the solution of the gyrokinetic Poisson-like equation on analytical test cases. In
Section 6, we compare the behaviour of the three solvers on the non-analytical \Culham geometry". In
Section 7, we discuss the di�culties encountered when tackling more complex geometries. The goal of this
paper is to give the advantages of each solver with a view to an integration in the GYSELA code.

2. Spline FEM

In [ZG19], the authors propose a B-spline �nite element solver where, following the approach of iso-
geometric analysis, the geometry is described by a spline mapping. This solver uses specially constructed
basis functions, proposed by Toshniwal et al. [TSHH17], around the singularity to ensure that aC1 smooth
solution can be found. In this section, we summarise the scheme. For more details see [ZG19].

The grid upon which the solution evolves is constructed from the 2D spline representation, which is in
turn constructed from a grid of break points. The grid of break points is de�ned as a cross product ofncr +1
break points in the r -direction and nc� break points in the periodic � -direction (see Figure 1). These break
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Figure 2: The radial component of the 2D basis splines of degree 3. The basis-splines which are replaced by the C1 polar basis
functions are shown in red

points can be uniform or non-uniform. There are thereforencr nc� cells on the grid. 1D splines of degreed
in the r -direction are de�ned on this grid by choosing knots such that

k0 = k1 = � � � = kd = b0 < k d+1 = b1 < : : : k n cr + d = bn cr +1 = kn cr + d+1 = � � � = kn cr +2 d; (2)

where ki is the i-th knot, and bi is the i-th break point; and 1D splines of degreed in the � -direction are
de�ned on the grid using periodic knots:

k0 = bn c� � d < � � � < k d� 1 = bn c� < k d = b0 < : : : k n c� + d = bn c� < k n c� + d+1 = b0 < � � � < k n c� +2 d = b (3)

2D splines which do not handle the singular point are obtained using a basis de�ned as

B l (r; � ) = B in c� + j (r; � ) = bi;d r (r )bj;d � (� ); (4)

where B l (r; � ) is the l-th 2D basis function, l = in c� + j , bi;d r (r ) is the i -th basis spline of degreedr in the
r -direction, and bj;d � (� ) is the j -th basis spline of degreed� in the � -direction. In this work, the same degree
is always used in ther -direction and the � -direction, d = dr = d� . This results in nbr nb� basis functions
where nbr = ncr + dr is the number of basis functions in the non-periodicr -direction, and nb� = nc� is the
number of basis functions in the periodic� -direction. There are nbr nb� interpolation points de�ned as the
cross product of the Greville points [Far93] of the splines in ther -direction and the � -direction.

In the solver described by Zoni and G•u�cl•u [ZG19], the smallest radial break point r 0 = 0 represents the
singular point. In order to obtain a basis which is C1 at the singular point, the �rst 2 nb� basis functions

B in � + j (r; � ) = bi;d r (r )bj;d � (r ) ; 8i 2 f 0; 1g; 80 � j < n b� (5)

are replaced by three new basis functionŝB l (r; � ). The replaced basis functions are illustrated in Figure 2.
The new basis functionsf B̂0(r; � ); B̂1(r; � ); B̂2(r; � )g are constructed such that they form a basis of a 2D
bivariate polynomial of degree 1 at the singular point. The basis functions for the� -direction splines which
are used in this solver are thereforef B̂0(r; � ); B̂1(r; � ); B̂2(r; � )g and

B̂ l +3 (r; � ) = B l +2 n b� (r; � ) ; 80 � l < (nbr � 2)nb� : (6)

The interpolation points remain the same. There are therefore (nbr � 1)nb� + 1 interpolation points as the
singular point only needs to be provided once.

With the chosen basis functions, Equation (1) can be solved using a �nite elements solver by writing the
equation in its weak form:

Z Z h
� (r )u(r; � )B̂ l (r; � ) + � (r )r u(r; � ) � r B̂ l (r; � )

i
J drd� =

Z Z
f (r; � )B̂ l (r; � )Jdrd�; (7)
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where J is the determinant of the Jacobian matrix of the coordinate transformation. The solution u(r; � ),
and the right hand side f (r; � ) can be expressed on the same basis functions, which leads to an expression
of the form

u(r; � ) =
n b� (n br � 2)+3X

l =0

ul B̂ l (r; � ): (8)

This allows the system to be expressed using the matrix equation

(M + S) bu = M bf; (9)

where the vectorsbu and bf contain the spline coe�cients necessary to represent the functionsu and f on the
spline basis, the matrix M , known as the mass matrix, is de�ned as

M i;j =
Z Z

� (r; � )B̂ i (r; � )B̂ j (r; � )J drd�; (10)

and the matrix S, known as the sti�ness matrix, is de�ned as

Si;j =
Z Z

� (r; � )

2

4
X

� 1 2f r;� g

X

� 2 2f r;� g

@̂B i

@�1
(r; � )g� 1 � 2

@̂B j

@�2
(r; � )

3

5 J drd�: (11)

where g� 1 � 2 is the scalar product betweenê� 1 , the unit vector in the � 1 direction, and ê� 2 , the unit vector in
the � 2 direction. In the case of an orthogonal coordinate systemgrr = g�� = 1 and gr� = g�r = 0, however
this is not true for an arbitrary coordinate system. The \Culham geometry" which will be considered in
Section 6 is an example of a non-orthogonal coordinate system.

The ability to express our problem as a matrix equation is practical as there are many existing methods
for solving such equations. In our work, we use a preconditioned conjugate gradient method. This is
possible as the matrix describing the system is symmetric positive-de�nite. The preconditioner used is a
Jacobi preconditioner. The matrix is quite large which could make it costly to store, however the properties
of the basis splines allow us to reduce the storage signi�cantly from [(nbr � 2)nb� +3] 2 = O

�
n2

b� n2
b�

�
elements

to (nbr � 2)nb� (2 � dr + 1)(2 d� + 1) + 9 + 6 n� dr = O (nbr nb� dr d� ).

3. Geometric multigrid solver for curvilinear coordinates (GmgPolar)

In the design of the GmgPolar solver in [KKR21, KKR22, LSK+ 22], the authors focused on an interplay of
a cheap discretisation technique with possible convergence to a higher order, and a fast solver for the solution
of the linear system. A �nite di�erences discretisation with the possibility for a matrix-free implementation
was chosen, including an implicit extrapolation technique to increase the convergence order from 2 to 3 or 4.
For the solution of the obtained linear system, a tailored multigrid (MG) method was developed. Multigrid
methods exhibit low computational complexity, and can achieve high parallelism [TOS00]. The family of
geometric multigrid methodsrelies on mesh information, and is de�ned on a hierarchy of grids. Their design
in the context of curvilinear coordinates was studied, e.g. in [Bar88], and then generalised to curvilinear
geometries in [KKR22]. In this section, we �rst briey summarise the symmetric discretisation scheme for
the Poisson-like equation, then we describe the corresponding geometric multigrid scheme introduced in
[KKR21, KKR22].

As in the case of the spline FEM solver, GmgPolar is de�ned on the domain represented by the curvilinear
coordinates (r; � ). A standard 9-point �nite di�erences discretisation of the partial di�erential equation (1)
on the curvilinear domain would lead to a non-symmetric matrix. Since symmetric matrices are numerically
advantageous, we instead discretise the energy functional

J (u) :=
Z




�
1
2

� jr uj2 +
1
2

�u 2 � fu
�

d(x; y); (12)
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related to Equation (1) over a suitable Sobolev space incorporating the boundary conditionsuD . Here,d(x; y)
is the corresponding measure on 
. This energy functional-focused approach maintains the symmetry of the
matrix even for anisotropic grids, and yields a quadratic discretisation error. For more details, including
the stencils in explicit form, see [KKR21]. In addition to this �nite di�erences discretisation, we include a
technique called implicit extrapolation . This technique was introduced by Jung and R•ude in [JR98] for a
�nite element discretisation on a hierarchical grid. In this approach, the system matrix is computed using
a non-standard numerical integration rule and restructured, so that the obtained matrix is equivalent to
the one obtained by the discretisation with quadratic �nite elements. As a result, cubic convergence can
be proven without having the extra cost from applying the numerical integration of the quadratic basis
functions. In practice, we often even observe the convergence order 4. The application of that same idea
to the �nite di�erences scheme yielded similar results, see [KKR22]. For a more detailed motivation of the
implicit extrapolation, see [Sch21, Sec. 4.5] and the references therein. In both cases, with and without
extrapolation, we obtain a matrix A 2 Rm � m with the size m = nr � n� , where nr is the number of nodes in
the r -direction, and n� is the number of nodes in the� -direction.

As additional requirement, the singularity at the origin of the mapping can also be handled. One option
to circumvent this problem is the enforcement of Dirichlet boundary conditions on some smallr 0 > 0.
However, as this information is often synthetic and not available, another option is introduced. In [KKR21],
the heuristic discretisation approach \across the origin" was proposed. There, the origin is not chosen as
a particular node of the mesh. Instead, the �nite di�erences stencil for all points with ( r 0; � ), r 0 > 0, is
extended across the origin. In [KKR22], it was shown that this approach yielded the same convergence order
as with Dirichlet boundary conditions on the innermost circle if r 0 is reasonably small, e.g.r 0 = 10 � 3.

As described above, a geometric multigrid method is applied to obtain an e�cient solver with low
memory requirements. As described in Section 1, the grid is obtained from a uniform re�nement in each
direction, and possible radial or poloidal additional re�nement in order to take into account variations in
the coe�cient � (r ) or the solution of Equation (1). One last uniform re�nement is �nally applied such that
a node is added in the middle of all the intervals inr - and � -directions. With this additional re�nement, we
obtain a locally structured grid, allowing a natural integration of the implicit extrapolation in the multigrid
scheme [JR98, KKR22]. We thus obtain a grid with nr and n� nodes in the radial and poloidal directions
respectively, i.e. in total there are againm = nr � n� nodes in the grid. To apply the multigrid scheme, we
do not need one mesh but a set (or hierarchy) of meshes. Let us denote the �nest level in the multigrid
hierarchy of GmgPolar, the initial mesh introduced before, by 
 1. Then, a hierarchy of l > 1 nested grid
levels 
 l are de�ned. These domains 
 l are built using successive coarsening steps, i.e. such that 
l +1 � 
 l .
We use standard coarsening by keeping points atr = r 0 and r = a, then taking one point over two in both
directions of the polar plane.

The prolongation operator P l
l +1 which transfers the information between the consecutive grid levelsl + 1

and l is de�ned using bilinear interpolation for anisotropic meshes. The restriction operator from grid level
l to l + 1 is de�ned using the variational property Rl +1

l = P l
l +1

T
[BHM00].

For the problem of interest, but also for standard polar coordinates, standard coarsening combined with
point smoothers is not e�cient enough, partly due to the high anisotropy of the problem represented with
curvilinear coordinates. Hence, special care has to be taken to de�ne each one of the multigrid components.
One way to improve a multigrid solver is to use semi-coarsening in the direction of anisotropy [TOS00].
Since in our approach we focus on standard coarsening techniques, the other possibility is to improve the
smoothing procedure. Line smoothers such as circle (or radial) relaxation relax all the degrees of freedom
(DOFs) of a circle (radius), i.e. DOFs with a constant radius r (angle � ). Note that we use the term circle
or radius here although for deformed geometries one line does not represent a circle with constantradius.
This means that we denote by a circle, a line of nodes (r; � ) with r constant.

Based on [Bar88], it can be shown that the smoothing factors obtained with such relaxation schemes
highly depend on the position in the domain. In particular, a circle line smoother is e�cient on the interior
of the domain, and a radial line smoother is e�cient on the exterior part. This is explained by the fact that
polar (or certain curvilinear) transformations imply strong connections between DOFs on circle lines on the
interior part of the circular domain, and strong connections between DOFs on radial lines on the outer part.
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Figure 3: The circular domain is split in two subdomains (shown with light grey and dark grey background colours) depending
on the use of a circle line smoother (dark grey) and a radial line smoothing (light grey). The nodes on these subdomains are
coloured alternatingly in black and white. Corresponding colouring schemes are used for deformed geometries such as Figure 6a
or Figure 6b.

To address this problem, the type of smoother is switched from circle to radial for nodes wherek j

h i
r i > 1

with r i the radius, hi the next radial interval, and ki the next poloidal interval. This is a simple heuristic
obtained from the analytical expression of the smoothing factor in [Bar88], and has been empirically shown
to be the best choice also in our case, see [KKR22]. In the implementation of GmgPolar, we thus partition
the domain into two subdomains, corresponding to each smoother coloured alternatingly in black and white.
When using compact stencils for each smoother, as it is the case here, all lines with the same colour are
then independent, see Figure 3. This is useful to obtain a partial parallelisation of the combined relaxation
method. The resulting smoother is an alternating zebra relaxation consisting in the successive application
of the circle and radial smoothers, similar to a block Gauss-Seidel method, with a parallel handling of black
and white coloured lines. Note that the two subdomains could also be smoothed in parallel, similarly to a
block Jacobi method. However this leads to slightly worse iteration numbers, and a similar speed-up can be
obtained with partial parallelisation, see [KKR22]. To apply the block Gauss-Seidel type of smoother, small
linear systems must be factorised (once) and solved, each corresponding to one circle or radial line, and
this can also be performed in parallel. When using the "across-the-origin" discretisation, the linear system
solved in the smoother for the �rst circle of the polar plane produces a large �ll-in upon factorisation, which
can a�ect the performance of the solver. In order to mitigate this downside, we handle the corresponding
system using the state-of-the-art sparse direct solver MUMPS3[ADLK01], with the version 5.4.1.

Based on all of the previous elements, the multigrid scheme, possibly combined with an implicit extrap-
olation [JR98, KKR22] that only needs to act between the two �nest grids, uses a traditional V-cycle. The
observed convergence order when using implicit extrapolation is up to 4, see [KKR22]. The asymptotic
complexity of GmgPolar can be shown to be optimal, i.e. linear with respect to the size of the matrix, in
the sense that

ˆ the convergence of the multigrid scheme is mesh-independent as shown empirically in [KKR22].

ˆ the computational and memory complexities are linear, except for the cost of the coarsest grid correc-
tion which becomes negligible when enough levels are used in the multigrid hierarchy. This is shown
in [LSK + 22]. We use the direct solver MUMPS to solve the system on the coarsest level.

The main implementation of the GmgPolar solver follows a matrix-free scheme, i.e. the matrices are not
assembled but constructed and applied on-the-y. The solver also include the possibility to use matrices
which are fully assembled during the initialisation phase.

3http://mumps.enseeiht.fr/
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Figure 4: Illustration of the �nite volume approach with embedded boundaries. The shaded part of the cells is inside, the
white part outside of the domain. The uxes through the boundary of the lower left cell are shown.

4. Embedded boundary solver based on AMReX

An alternative possibility to handle partial di�erential equations in complex geometries is to use a simple
Cartesian mesh, and to cut out the computational domain based on a level set function de�ning the interior,
boundary, and exterior of the domain. Compared to the use of a curvilinear mesh, this approach yields a
simpler structure and operations related to the coordinate transformation are avoided. Most importantly
however, there is no need for a single coordinate transformation, so more complex geometries|like an X-
point geometry|can be handled in the same way. Several approaches of such embedded boundary methods
have been proposed in recent years, including approaches based on �nite volumes [JC98, BH12], the cut �nite
elements method [BCH+ 15], and the �nite cell method [PDR07]. The AMReX library [tADTAB + 22, ea19]
implements a �nite volume solver based on the work of Johansen and Colella [JC98]. The discretisation
is based on a box that includes the full physical domain. Then, the physical domain is cut out of the
box by �nding the intersections of the domain boundary and the cell boundaries. The physical domain is
�nally represented by the piecewise linear representation connecting the intersection points with the cell
boundaries. Figure 4 illustrates the situation.

For the �nite volume solution, Equation (1) is reformulated as follows by integrating over one cell. Let
Ui;j � u(( i � 1=2)� x; (j � 1=2)� y) be the value in the middle of the cell (i; j ) of the Cartesian grid. Then,
the di�erential operator L in Equation (1) is discretised as

(LU ) i;j = �
1

� x� y

�
Fi +1 =2;j � Fi � 1=2;j + Fi;j +1 =2 � Fi;j � 1=2

�
+ � (x i ; yj )Ui;j ; (13)

where � x, � y are the length of the cell in x and y, respectively, and the uxes Fi +1 =2;j at the cell boundary
point ( x i + � x

2 ; yj ) are given as

Fi +1 =2;j = � y � (x i +1 =2; yj )
Ui +1 ;j � Ui;j

� x
: (14)

For cells that are cut by the boundary, this formula has to be modi�ed to account for the volume fraction
� i;j included in the physical domain, the area fraction ai +1 =2;j of the face (i + 1=2; j ), called aperture, as
well as the addition face de�ned by the line connecting the intersection points of the cell boundaries and
the physical boundaries. The approximation of the operator in Equation (13) is modi�ed on the partially
covered cells to

(LU ) i;j = �
1

� x� y� i;j

�
Fi +1 =2;j � Fi � 1=2;j + Fi;j +1 =2 � Fi;j � 1=2 � F eb

i;j

�
+ � (x i ; yj )Ui;j : (15)
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For the fraction on the cell boundary, the modi�ed ux formula is given as

Fi +1 =2;j = ai +1 =2;j � y� m

�
1 + ai +1 =2;j

2
Ui +1 ;j � Ui;j

� x
+

1 � ai +1 =2;j

2
Ui +1 ;j +1 � Ui;j +1

� x

�
; (16)

where � m is a linear interpolation of the value of � at the midpoint of the partial cell boundary. The ux
through the boundary F eb

i;j is computed from the value at the boundary and a linearly interpolated value
along the �rst intersection of the inward-pointing normal and a cell-boundary. The uxes are illustrated in
Figure 4. Note that this approximation of the ux is only �rst order accurate, while the rest of the method
is second order accurate. Johansen and Colella [JC98] have proposed a second order reconstruction of the
ow through the boundary. However, we use the �rst order version, as we rely on AMReX which only
implements this version. The complete solver is observed to have second order despite the reduced order on
the 1D curve. The resulting system is then solved based on a matrix-free geometric multigrid solver with a
Gauss{Seidel smoother and a biconjugate gradient stabilised coarse grid solver. The solver can handle any
number of points, however, a ratio of 2 between various levels is �xed. On a uniformly re�ned grid, let the
number of cells per direction be given asn = 2 l m, where m is not divisible by 2. This means, the number
of levels in the multigrid solver is restricted to l at most and the coarse grid solver has to solve a system
with at least m points in this direction. If the number m becomes too large, the convergence of the coarse
grid solver can become slow and the complete solver is ine�cient. Patches containing multiple grid cells
can be further re�ned where a maximum re�nement ratio of 1:4 is enforced on boundaries of di�erent levels
of re�nement. The reux coarse-�ne boundary update that is implemented in AMReX to enable multigrid
solution with re�ned patches is described in [ABC+ 98].

An important ingredient in the construction of the problem is the de�nition of the level set function to
�nd the intersection of the physical boundary with the cells of the computational grid. For the mappings
considered in this paper, the boundary corresponds to a level setr = a of a radial mapping of the form

(x; y) = F (r; � ):

Both the coe�cients � and � in Equation (1) and the right-hand-side are given as functions of (r; � ),
which is the usual case in the context of the GYSELA code that uses the curvilinear coordinate system. In
order to evaluate the functions at the grid point and in order to reconstruct the physical boundary, we thus
need to invert this mapping. In simple cases the inversion can be found analytically, but in general this
needs to be obtained numerically. This is done with a Newton iteration starting from a good initial guess.
As an initial guess, it turns out that a circular mapping around the singular point F (0; 0) is a good guess
in a small circle around the singular point. Further out, we evaluate the mapping on a �ne regular grid in
(r; � ) and use the closest point on this grid as a starting guess for the Newton iteration.

5. Comparison of the three solvers for the gyrokinetic Poisson-like equation

We now compare the three solvers on analytical test cases. Our goal is to show the advantages of each
solver and estimate

1. in which conditions each solver should be preferred for use in the GYSELA code,
2. how far is each solver from meeting the requirements of realistic plasma simulations.

The GmgPolar solver follows a matrix-free implementation with two di�erent schemes, with and without
implicit extrapolation (for more details, see Section 3). In our analysis, we consider both cases. In the case of
the GmgPolar solver with implicit extrapolation, we also include performance results for an implementation
using fully assembled matrices, which are stored in memory. Similarly for the Spline FEM solver, the degree is
a parameter of the method and any value can be used. We consider two con�gurations, speci�cally quadratic
and cubic splines. Cubic splines are chosen as the splines used in GYSELA are also cubic [GAB+ 16].
Quadratic splines are chosen to provide a comparison case with an order closer to that of the other schemes
studied. A larger degree could also have been used to obtain a higher convergence rate. The accuracy order
is not con�gurable in the current version of the Embedded Boundary solver.

The maximum of the residual is used as the stopping criteria for the iterative methods used by each
solver to solve the linear system that they describe.
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5.1. Test cases
The solvers will be compared based on several criteria. We expect that di�erent solvers will be better

adapted to di�erent geometries or solutions. Two di�erent analytical geometries and three di�erent man-
ufactured solutions are therefore used for this study. In addition we provide analytical de�nitions of the
coe�cients � and � in Equation (1). In curvilinear coordinates, these coe�cients depend only on the radius
r . We de�ne the coe�cients similarly to Zoni [Zon19]:

� (r ) = exp
�
� tanh

�
r � r p

� r

��
; (17)

� (r ) = � 1=� (r ): (18)

In contrast to their approach, we consider a steeper gradient� r = 0 :05, nearer to the wall r p = 0 :7. This
situation is slightly more realistic in the case of a tokamak plasma. The radial pro�le of the di�usivity
coe�cient � (r ) can be seen in Figure 5.

0 0:2 0:4 0:6 0:8 1
0

1

2

3

r

�
(r

)

Figure 5: Radial pro�le of the di�usivity coe�cient � (r ) de�ned in (17) for the gyrokinetic Equation (1).

The �rst geometry is a stretched ellipse with a Shafranov shift de�ned by the mapping

x(r; � ) = (1 � E0)r cos� � � 0r 2;

y(r; � ) = (1 + E0)r sin �;
(19)

where E0 is the elongation and � 0 the Shafranov shift. In our investigations, we refer to this geometry as
the \Shafranov" geometry, and use the same parameters as Zoni and G•u�cl•u [ZG19]:E0 = 0 :3, and � 0 = 0 :2.
The second geometry, originally proposed by Czarny et al.[CH08], has a triangular shape and ellipticity, and
is de�ned by the mapping:

x(r; � ) =
1
"

�
1 �

p
1 + " (" + 2 r cos� )

�
;

y(r; � ) = y0 +
e�r sin �

2 �
p

1 + " (" + 2 r cos� )
= y0 +

e�r sin �
1 + "x (r; � )

;
(20)

where y0 corresponds to the centre of the mapping," is the inverse aspect ratio, e the ellipticity, and
� = 1=

p
1 � "2=4. In our investigations, we refer to this geometry as the \Czarny" geometry, we use the

same parameters as Zoni and G•u�cl•u [ZG19]:y0 = 0, " = 0 :3 ande = 1 :4. Figure 6 shows the \Shafranov" and
the \Czarny" geometries. These geometries have previously been investigated by Bouzat et al. [BBG+ 18]
and Zoni and G•u�cl•u [ZG19].

We now introduce three manufactured solutions which respect the homogeneous Dirichlet boundary
conditions:
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(a) \Shafranov" geometry de�ned by Equation (19)
with E 0 = 0 :3 and � 0 = 0 :2

(b) \Czarny" geometry de�ned by Equation (20) with
y0 = 0, " = 0 :3, and e = 1 :4

Figure 6: Analytical geometries of the domain for the 2D gyrokinetic Poisson-like equation.

1. Polar solution: A solution with oscillations aligned with the polar grid which can be used as an
initial perturbation in the GYSELA code [GAB + 16]:

u(x; y) = C(r (x; y))6(r (x; y) � 1)6 cos(m � ); (21)

where r (x; y) is the radial coordinate de�ned by the mapping, C = 2 12 � 10� 4 and m = 11.
2. Cartesian solution: A solution with oscillations aligned with the Cartesian grid:

u(x; y) = C (1 + r (x; y))6 (1 � r (x; y))6 cos(2�x ) sin(2�y ); (22)

where r (x; y) is the radial coordinate de�ned by the mapping, and C = 2 12 � 10� 4.
3. Multi-scale solution: A solution with large oscillations aligned with the polar grid in the centre,

and small oscillations, also aligned with the polar grid, near the edge region. This solution mimics
the physics in a tokamak where large structures appear near the centre, and smaller structures appear
near the edge [DPGS+ 22]. The solution is de�ned as:

u(x; y) = h(r (x; y); 0:45; 0:02) cos(9� ) + h(r (x; y); 0:9; 0:0003) cos(21� ); (23)

where h(r; c; w) is a function, constructed from the Gaussian functionsg(r; c; w) centred on c with
standard deviation w. u(x; y) is constructed such that its value and its �rst derivative are continuous
at the singular point:

h(r; c; w) = g(r; c; w) � r
@g
@r

(0; c; w) � g(0; c; w)

+
�

r
@g
@r

(0; c; w) + g(0; c; w) � g(1; c; w)
�

r 2; (24)

g(r; c; w) = exp( � (r � c)2=w); (25)

The right hand side f corresponding to these solutions is obtained analytically. Figure 7 shows the shape
of all three solutions on the \Czarny" geometry de�ned in Equation (20).

We begin by considering four test cases on equidistant meshes: the polar solution (Figure 7a) and the
Cartesian solution (Figure 7b) de�ned on both the \Shafranov" geometry (Figure 6a) and the \Czarny"
geometry (Figure 6b). Following this study, we will focus on the \Czarny" geometry, which exhibits stronger
poloidal anisotropy, to examine the e�ects of local grid re�nement for the previous solutions as well as the
multi-scale solution (Figure 7c).
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(a) Polar solution de�ned in Equa-
tion (21)

(b) Cartesian solution de�ned in Equa-
tion (22)

(c) Multi-scale solution de�ned in Equa-
tion (23)

Figure 7: Shape of the manufactured solutions on the \Czarny" geometry de�ned by Equation (20).

5.2. Accuracy

The results of the L 2-error convergence from the application of the three solvers for the four equidistant
cases can be seen in Figure 8. In order to ensure that each solver has converged to the most accurate result
possible, the stopping criteria is set to 10� 14 for the Spline FEM solver, and 10� 11 for the other solvers. The
errors are plotted as a function of

p
N , whereN is the total number of points in the simulation ( N = N r N �

for the Spline FEM solver and the GmgPolar solver,N = Nx Ny for the Embedded Boundary solver), which
ensures that the gradient is equal to the order of convergence. The expected orders of convergence are
obtained for all solvers. The Spline FEM solver converges with an order equal tod + 1, where d is the
degree of the spline. The GmgPolar solver without extrapolation has second order convergence, while the
extrapolation increases the order to 4 for the polar solution, and around 3.5 for the Cartesian solution. The
Embedded Boundary solver has second order convergence. A larger error is observed for all solvers in the case
of the Cartesian solution, de�ned by Equation (22), even the Embedded Boundary solver despite the fact
that it is based on a Cartesian grid. This is because the coe�cients� (r ) and � (r ) are still de�ned radially.
Thus, the solution is not entirely aligned with a Cartesian grid, but also contains a radial component. We see
that the cubic Spline FEM solver outperforms the other solvers in terms ofL 2 error. The GmgPolar solver
with implicit extrapolation provides a similar accuracy to the quadratic Spline FEM solver, outperforming
it for the cases with 512 or more cells.

The choice of the geometry does not seem to inuence the accuracy of the solvers, and it has no e�ect
on the operations performed. As a result, in what follows, we focus on a single geometry. Speci�cally, the
\Czarny" geometry is used to allow the investigation of poloidal anisotropy.

The smaller error in the spline case allows fewer points to be used to attain the same precision as other
methods. A smaller number of points can reduce the memory requirements and decrease the execution
speed. On the other hand, di�erent resolution methods have di�erent memory requirements, so the fact
that a method requires the lowest number of points is no guarantee that it will demonstrate the best
performance.

5.3. Performance

In this section, we compare the memory consumption and execution times of the three solvers. First,
we target a �xed error to be attained, using the lowest number of points for each solver, to estimate
their behaviour in an actual simulation code. Then, we use �xed problem sizes in order to estimate the
computational e�ciency of each solver. Finally, the parallel scalability is detailed for all solvers for a
problem of size 4� 106. The stopping criteria is set to 10� 8 for all solvers. The tests were run at the Centre
de Calcul Intensif d'Aix Marseille. The cluster uses Intel Xeon Gold 6142 (Sky Lake) cores at 2.6 GHz,
for a theoretical peak performance of 579 TFLOPS/s. Each of its 158 compute nodes is a 2-socket system
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(a) Equation (21), \Shafranov" geometry (Equation (19)) (b) Equation (22), \Shafranov" geometry (Equation (19))

(c) Equation (21), \Czarny" geometry (Equation (20)) (d) Equation (22), \Czarny" geometry (Equation (20))

Figure 8: L 2 error normalised by the 1 -norm of the solution as a function of the total number of points N , when solving
di�erent equations on di�erent geometries with the �ve solver con�gurations.
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with 192 GB memory, where the 16 cores of each socket constitute a separate NUMA (non-uniform memory
access) domain. The cluster uses the Intel OmniPath interconnect. All three codes are compiled with the
\-O3" ag, but no further compiler-based optimisations are applied. Execution times are calculated by
taking the average time measured over ten runs.

In the case of the GmgPolar solver, the main implementation follows a matrix-free scheme, i.e. the
matrices required for the multigrid iterations are directly applied on-the-y and never stored. In order to
highlight the speci�cities from the matrix-free implementation, denoted by \matrix-free", we also include
in the following, the results from an implementation of the GmgPolar solver with extrapolation where the
matrices are assembled and stored in memory during the initialisation phase, denoted by \with matrix".

In order to investigate the performance, in terms of computation and memory cost as a function of a
required error, we must �rst determine the minimum number of points required to obtain an error lower
than the required error. This is achieved via a binary search [Knu98]. In order to handle the two dimensions
the binary search is carried out while ensuring that there are the same number of points in both dimensions.
Once the smallest number of points respecting this criteria has been found, a second binary search is carried
out along whichever dimension can use fewer points without the error passing the limit. For the GmgPolar
and spline FEM solvers this is the radial dimension as, due to the curvilinear coordinates, signi�cantly more
points (around a factor of 4) are needed in the� -direction to correctly model the solution shown in Figure 7a.
The Embedded Boundary solver solution is equally constrained in both dimensions. Experiments have shown
that decreasing the number of points in either dimension leads to the error being exceeded. Both GmgPolar
and the Embedded Boundary solver rely on multigrid methods. To ensure that the required hierarchy of
grids can be constructed using standard coarsening, the number of points in each direction is chosen such
that it can be expressed asNC � C2l � 1, where l is the chosen number of levels,NC is the minimum number
of points in each direction on the coarsest grid, generallyNC = 2, and C � 5 is not divisible by two.

(a) Memory requirements (b) Serial execution speed

Figure 9: Performance in terms of a) memory requirements and b) CPU time, as a function of the desired error, for the solution
described by Equation (21) on the \Czarny" geometry described by Equation (20).

Figure 9 shows the serial performance of the di�erent methods as a function of the required error, for
the polar solution, described by Equation (21), on the \Czarny" geometry, described by Equation (20).
Figure 9a gives the memory consumption for all solvers, with respect to the required error. For target errors
smaller than 10� 7, the GmgPolar solver with implicit extrapolation has the lowest memory requirements,
followed closely by the Spline FEM solver requiring around 2 times more memory for the best accuracy,
and �nally the Embedded Boundary solver consuming 100 times more memory. The low consumption of
the GmgPolar solver is mainly due to the matrix-free implementation in which the matrix operators are
constructed on-the-y instead of being stored explicitly, as well as the high order of the method. Although
the Embedded Boundary solveris also matrix-free, its de�nition of the boundary consumes a large amount
of memory. When constructing the matrix in the GmgPolar solver explicitly, the memory consumption
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grows 2 times larger, close to the cubic Spline FEM solver. In the case of the GmgPolar solver without the
extrapolation, the lower order of the method implies the use of more points to attain the same accuracy,
and thus more memory. Figure 9a also shows that the Embedded Boundary solver has a minimum memory
usage of around 20MB. This is due to optimisations inside the AMReX library which allocates memory
in batches in order to optimise the memory management. Similarly, the GmgPolar solver has a minimum
memory usage of around 3MB, which corresponds to the initial allocation of the MUMPS library to handle
both the coarsest problem and the singularity of the polar plane in the smoother. The Spline FEM solver
is a high order method requiring a smaller number of points to attain the same accuracy, and thus uses less
memory than the GmgPolar solver for target errors larger than 10� 7.

The serial execution time is also compared. In order to provide the most pertinent information for an
implementation in the GYSELA code where the solver will be executed multiple times without modifying
the setup, the initialisation phase is excluded from the execution time. In the execution time comparison,
shown in Figure 9b, the smaller number of points required to attain a �xed error leads to the spline FEM
solver showing the best performance. For a required error of 10� 8, the GmgPolar solver with extrapolation is
approximately 25 times slower, and the Embedded Boundary solver is 90 times slower than the cubic Spline
FEM solver. In the case of the GmgPolar solver, the slower execution time is also due to the overhead from
the matrix-free implementation: while we do not need to store the matrix operators of the multigrid scheme,
they must be reconstructed on-the-y at each step of each iteration, which is expensive. GmgPolar with
extrapolation can be sped up signi�cantly (around 4 times faster) when using the assembled matrix version,
denoted by \with matrix". The Embedded Boundary solver is slightly faster than the GmgPolar solver for
target errors larger than 10� 7 despite requiring at least three times as many points for these cases. This is
due to the fact that the code relies on the heavily optimised AMReX library[ZAB + 19]. It is important to
note that this speed comparison based on error requirements determined via binary searches is not the most
advantageous for GmgPolar and the Embedded Boundary solver. Both use multigrid methods to solve the
equations which restricts the choice of points found with the binary search to a multiple of powers of 2 such
that an e�cient multigrid preconditioning can be obtained with the current implementations. This number
of points may then be signi�cantly larger than necessary to attain a required error, compared to the Spline
FEM solver which can use the minimum number of points.

(a) Memory requirements (b) Serial execution speed

Figure 10: Performance in terms of a) memory requirements and b) CPU time, as a function of the total number of points N ,
for the solution described by Equation (21) on the \Czarny" geometry described by Equation (20).

In the context of a plasma simulation such as the GYSELA code [GAB+ 16], the error arising from the
Poisson solver may not be the limiting factor for the choice of points. Other methods used in the simulation,
such as the advection or the collision operators, may be less accurate and require more points than would be
necessary for simply solving the quasi-neutrality equation. It is therefore equally important to examine the
performance as a function of the number of points. Figure 10 shows the serial performance of the di�erent
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methods for the solution described by Equation (21) on the \Czarny" geometry described by Equation (20),
as a function of the problem size. The results for the Embedded Boundary solver are obtained withnx = ny ,
where nx and ny are the number of points in the x and y directions, while the results for the GmgPolar
solver and the Spline FEM solver are obtained with 2nr = n� , where nr and n� are the number of points in
the r and � directions. The ratio 2nr = n� is chosen to match the usual ratio used in GYSELA (imposed by
physical considerations). All solvers have a memory consumption growing linearly as the number of points
increases, making the memory requirements easy to predict for larger cases. We see that the GmgPolar
solver with the implicit extrapolation has the lowest memory consumption for problems of size 103 or larger.
This memory describes around 10 vectors of sizeN . On a single node of the same cluster, with 192GB
memory, it would then be possible to solve a problem of size 109 using the matrix-free GmgPolar solver, of
size 107 for the cubic Spline FEM solver, and of size 108 for the other solvers. In the case of the GmgPolar
solver, using the implicit extrapolation does not increase memory consumption, as the solver still bene�ts
from the matrix-free implementation. We also provide the requirements for the assembled matrix version
which grow similarly but needs about �ve times more memory than the matrix-free version. The memory
requirements for the Embedded Boundary solver are also reasonable, especially for larger cases, with only
3 times more memory than the GmgPolar solver for the largest size. In contrast, the Spline FEM solver is
very memory heavy, requiring approximately ten times more memory than the GmgPolar solver. Again, we
observe that both the Embedded Boundary solver and the GmgPolar solver have a minimum memory usage
with a plateau for small problem sizes.

Figure 11: Execution time to solve for the polar solution described by Equation (21) on the \Czarny" geometry described by
Equation (20) on 2048 � 2048 points.

Figure 10b shows the serial execution time as a function of the total number of pointsN . We see that
the Embedded Boundary solver is the fastest, followed by the GmgPolar solver for problems larger than
105. Using the assembled matrices in GmgPolar improves the execution times by a factor of seven for the
largest problems, making it less than two times slower than the Embedded Boundary solver. The Spline
FEM solver takes longer to solve larger problems, with the execution time increasing faster than the other
two solvers. The execution times shown for the GmgPolar solver illustrate the advantage that can be gained
by using the largest possible number of levels.

We now have highlighted the serial performance of each solver in terms of memory consumption and
execution time. However, an e�ective parallelisation is also a crucial point for the simulation of large systems.
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The GmgPolar solver and the Spline FEM solver use OpenMP to accelerate the code. The Embedded
Boundary solver has the advantage of being based on the parallel library AMReX[ZAB+ 19]. As a result,
it can be run with both OpenMP and MPI. Please note that the matrix-version of GmgPolar has not been
well parallelised so far, as the focus has been the matrix-free version to reduced the memory consumption.
It is only printed for completeness. Figure 11 shows the performance of each solver in a parallel setup for
the polar solution described by Equation (21) on the \Czarny" geometry described by Equation (20) using
2048� 2048 points. Up to 16 threads, the OpenMP parallelisation of all three solvers show similar speed-ups,
then we have a speed-down when arriving at 32 threads. This speed-down is due to the threads being placed
in separate sockets inside the node when using all 32 threads, which slows down the communication between
threads, and thus increases the overall execution time. We see that the Embedded Boundary solver has
the most e�cient parallelisation especially when MPI is used, where the speed-up continues to grow further
with the use of 32 processes. This MPI parallelism, makes it the only solver capable of using more than one
node, or e�ciently exploiting all 32 threads inside a node.

To summarise, for equidistant points Figure 8 shows that the Spline FEM solver allows us to obtain
the smallest errors, and therefore the smallest number of points for a given error. Thus, Figure 9b shows
that the Spline FEM solver is the fastest to attain a speci�c error. Then, the results from Figure 10b
show that the Embedded Boundary solver is the fastest in terms of degrees of freedom per second, with the
matrix-version of GmgPolar coming close for the largest problems considered. Additionally, the Embedded
Boundary solver has the best parallelisation, as illustrated in Figure 11. Finally, the results from Figures 9a
and 10a show that the GmgPolar solver has the lowest memory requirements when using the matrix-free
implementation and, when used with implicit extrapolation, seems to present a good compromise between
a solution obtained with relatively fast speed, and a high order approximation involving a small number of
points.

5.4. Re�nement

Having shown that the three methods work as expected for uniform points, we will now tackle the more
complex case of non-uniform points. In the following, we use three di�erent ways to re�ne the domain:

1. around a certain radius in order to accurately capture the variations of the coe�cient � (r ), or the
variations of the solution (as seen in the multi-scale solution shown in Figure 7c), i.e. a localised radius
re�nement as shown in Figure 12a.

2. in the � direction in order to account for the anisotropy introduced by the curvilinear coordinates, i.e.
a localised� re�nement, as shown in Figure 12b.

3. on a speci�c patch where the error is higher, as shown in Figure 12c.

While these additional re�nements allow speci�c e�ects in the domain to be treated with a greater accuracy,
they also require very speci�c developments for the discretisation and the solver. As detailed in Sections 2

(a) Radial re�nement (b) Poloidal Re�nement (c) Re�nement on Cartesian patches

Figure 12: Di�erent ways to de�ne and re�ne grids on the Czarny geometry.
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and 3, the Spline FEM solver and the GmgPolar solver can be re�ned in ther -direction or the � -direction.
The Embedded Boundary solver can re�ne on patches as described in Section 4.

As in Section 5.2, the stopping criteria is set to 10� 14 for the Spline FEM solver, and 10� 11 for the other
solvers.

(a) Cubic Spline FEM solver, the L 1

norm of the error is 3 :51 � 10� 5
(b) GmgPolar solver, the L 1 norm of the
error is 8 :29 � 10� 4

(c) Embedded Boundary solver, the L 1

norm of the error is 7 :27 � 10� 3

Figure 13: The error, normalised by the 1 -norm of the solution, obtained when solving for Equation (22) on the Czarny
geometry de�ned by (20) with 64 � 64 points.

(a) Cubic Spline FEM solver, the L 1 norm of
the error is 1 :29 � 10� 5

(b) GmgPolar solver, the L 1 norm of the error
is 6:91 � 10� 4

Figure 14: The error, normalised by the 1 -norm of the solution, obtained when solving for Equation (22) on the \Czarny"
geometry de�ned by (20) with 64 uniform points in the r -direction and 72 non-uniform points in the � -direction. The additional
points are added such that the point density is 50% larger in the region � = [ � �= 4; �= 4]

Figure 13 shows the errors obtained when solving for Equation (22) on the \Czarny" geometry de�ned
by Equation (20) with 64 � 64 points. This geometry demonstrates anisotropy due to the triangular shape.
Although the small number of points used in this test case allows a reasonable approximation of the solution
to be obtained (L 1 norm of the error is 3:51� 10� 5 for the Spline FEM solver, 8:29� 10� 4 for the GmgPolar
solver, and 7:27 � 10� 3 for the Embedded Boundary solver), it is not su�cient to adequately resolve the
equation poloidally. This highlights the anisotropy problems. The Embedded Boundary solver is una�ected
by this as it does not use the geometry to de�ne the grid, hence the error in Figure 13c has a similar shape
to that of the manufactured solution shown in Figure 7b. In contrast, the spline FEM and GmgPolar solvers
show increased errors in the negativex region where the poloidal points are more widely spaced. Poloidal
re�nement can be used to counteract this e�ect. Figure 14 shows how the error is a�ected by adding 50%
more points in the region � = [ � �= 4; �= 4]. We see that this change is more than su�cient to compensate
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the additional error due to the anisotropy for both solvers.
In a tokamak plasma simulation, radial re�nement is often desired as the turbulence is created at larger

scales in the central region compared to the edge region [DPGS+ 22]. In order to examine this possibility, we
will investigate the solution shown in Figure 7c and described by Equation (23), which is designed to mimic
this situation. The GmgPolar and spline FEM solvers will use radial re�nement in the region r 2 [0:8; 1:0] to
handle the steeper gradients seen inu and f in this region, as shown in Figure 12a. The Embedded Boundary
solver will use patches overlapping this region as shown in Figure 12c. Three cases will be compared, the
�rst is the uniform case with no re�nement. In this case, the Embedded Boundary solver will use the same
number of points in the x and y directions. The Spline FEM solver and the GmgPolar solver will use four
times as many points poloidally as radially. In the second case, denoted by \1 re�nement", the number of
points is doubled in the region of interest. The GmgPolar solver needs the total number of radial points to
be a multiple of 2l � 1 where l is the number of levels. To ensure this condition is satis�ed, after doubling, the
density in the region [0:8; 1:0] is increased until this condition is satis�ed. Finally, in the third case denoted
by \2 re�nements", the number of points in the region of interest is quadrupled, with similar adjustments
made in the GmgPolar case.

(a) Quadratic Spline FEM solver (b) Cubic Spline FEM solver

(c) GmgPolar solver without extrapola-
tion

(d) GmgPolar solver with implicit extrap-
olation

(e) Embedded Boundary solver

Figure 15: L 1 norm of the error, normalised by the 1 -norm of the solution, obtained when solving for the multi-scale solution
described by Equation (23) on \Czarny" geometry described by Equation (23) with re�nement on the domain r 2 [0:8; 1:0].
Results for the same grid before and after re�nement in the region r 2 [0; 0:8] are joined by dashed grey lines.

Figure 15 shows the convergence of theL 1 norm of the error for this case. We see that all the solvers
bene�t from the re�nement. The Spline FEM solver introduces the smallest number of additional points
for the most gain. The quadratic splines show more impressive results than the cubic splines as the higher
order of the cubic splines means that they already provide an accurate representation of the solution with a
single re�nement. Fewer points are introduced here as compared to the GmgPolar solver as the Spline FEM
solver does not have to respect any additional restrictions regarding the number of points. The Embedded
Boundary solver introduces the most points per level as the patches re�ne in two dimensions instead of one.
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(a) Quadratic Spline FEM solver (b) Cubic Spline FEM solver

(c) GmgPolar solver without extrapola-
tion

(d) GmgPolar solver with implicit extrap-
olation

(e) Embedded Boundary solver

Figure 16: L 2 norm of the error, normalised by the 1 -norm of the solution, obtained when solving for the multi-scale solution
described by Equation (23) on \Czarny" geometry described by Equation (23) with re�nement on the domain r 2 [0:8; 1:0].
Results for the same grid before and after re�nement in the region r 2 [0; 0:8] are joined by dashed grey lines.

Additionally, in order to re�ne radially, square patches are chosen which overlap with the desired domain
r 2 [0:8; 1:0]. The re�ned domain is therefore larger than necessary. As a result, the large gains obtained
for the Embedded Boundary solver through the re�nement do not seem signi�cant, especially in the case
of \2 re�nements". Were this method to be used in a plasma simulation, a study of the choice of the
re�nement domain should be conducted to obtain these bene�ts without increasing the number of points as
dramatically.

Figure 16 shows the convergence of theL 2 norm of the error for the same case. The results are similar
to the results described for the L 1 norm in Figure 15. There is a notable di�erence in the case of the
Embedded Boundary solver. When examining theL 2 norm in the \2 re�nements" case, we see that the
increase in the number of points has very little e�ect on the L 2 norm despite the fact that the L 1 norm
decreased. This is because the area with large errors is quite small compared to the rest of the simulation.
Once the gains have been achieved through the �rst re�nement, further re�nement has negligible e�ect on
the L 2 norm as the re�ned area is no longer a major contributor to the total error.

Finally in Figure 17, the errors for the di�erent solvers are compared. The \2 re�nements" case is used
for the Spline FEM solver and the GmgPolar solver, however as the Embedded Boundary solver does not
seem to bene�t from a second re�nement, the \1 re�nement" case is used here. We see that the Embedded
Boundary solver is no longer the least accurate solver. This is due to the advantages that come with the
ability to re�ne in two dimensions on patches. While the GmgPolar and the Spline FEM solver can re�ne
poloidally, neither solver can do this exclusively in the outer region where the smaller scale structures are
found.
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(a) L 2 error (b) L 1 error

Figure 17: Errors, normalised by the 1 -norm of the solution, when solving for Equation (23) on \Czarny" geometry de�ned
by Equation (20) with di�erent amounts of re�nement in the region r 2 [0:8; 1:0]. The Spline FEM solver and the GmgPolar
solver are four times more re�ned radially in the region r 2 [0:8; 1:0] than in the region r 2 [0; 0:8]. The Embedded Boundary
solver is twice as re�ned in both directions in the region r 2 [0:8; 1:0].

5.5. Code Usability

In addition to the measurable di�erences which are compared above, there are additional points which
should be taken into consideration when choosing which solver is best adapted to the GYSELA code. One
important consideration is the potential di�culties which may be encountered when trying to couple the
solver to the GYSELA code. All the solvers use existing libraries. The Embedded Boundary solver is based
on the AMReX library[ZAB + 19], the Spline FEM solver is based on the SeLaLib library[tSDT], and the
GmgPolar solver uses the MUMPS library[ADLK01]. On some supercomputers, it can be di�cult to access
all the necessary tools to couple large complicated libraries to existing codes. This is especially bothersome
in the case of codes such as GYSELA which are regularly run on a variety of di�erent machines. In the case
of the SeLaLib library this problem is minimal for two reasons. First, it is not the whole library which must
be coupled, but just the relevant modules. Secondly, the SeLaLib library was designed to provide modules
for the GYSELA code, so a minimum of intercompatibility is to be expected. In contrast, the AMReX
library is quite large and would need to be fully integrated into the GYSELA code in order to compile and
use the Embedded Boundary solver. This may make it complicated to couple the two. The MUMPS library
would also need coupling, but this library is a common tool which is pre-installed on most supercomputers.

Another important consideration is the choice of grid points. Only the GmgPolar solver allows the
user to choose exactly where they would like the grid points to be located. The Embedded Boundary solver
requires that the points be equidistant on each level, although additional re�nement can be added on uniform
patches. The Spline FEM solver allows the user to choose the position of the knots of the spline, but not
the position of the points themselves. In special cases (odd degree, uniform knots), the majority of the
interpolation points coincide with the knots, however in the general case the user de�nes the knots and the
points are deduced as Greville abcissae. This does however allow the user to specify where there should be
re�nement. As the GYSELA code evolves on logical coordinates, this means that only the GmgPolar code
could be coupled to it without requiring additional steps to move between the points used by GYSELA and
the points used by the solver. As the Spline FEM solver also evolves on a logical grid, the problem could
be avoided in this case if GYSELA decides to de�ne its points as Greville abcissae.

An additional consideration in the choice of grid points is their number. This time it is the Spline FEM
solver which is the least restrictive. As both the Embedded Boundary solver and the GmgPolar solver use
multigrid methods, the number of points in a given direction n must be chosen to ensure the number of
levels l is su�ciently large. We can determine the maximum number of levels possible for a given problem
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by writing the number of points as
n = NC � C2l � 1; (26)

where NC is the minimum number of points in each direction on the coarsest grid, generallyNC = 2, C is
a constant not divisible by two. Indeed if C is too large, the conjugate gradient method, used to solve the
coarsest level in the Embedded Boundary solver, fails to converge. This must be taken into consideration
when choosing the grid points, and can be an especially cumbersome restriction when trying to add local
re�nement. The Embedded Boundary solver avoids this di�culty by de�ning re�nements on patches which
are on separate multigrid levels, however for the GmgPolar solver re�nement in a given area is often more
complicated than simply doubling the number of grid points in this area. In contrast, the Spline FEM solver
has no restrictions on the number of knots that can be supplied.

6. Culham Geometry

We will now apply our three solvers to the non-analytical \Culham geometry" [CCH + 88]. As mentioned
in Section 1,this geometry provides a good description of the cross-section of a tokamak and has been chosen
to take into account more realistic geometry in GYSELA. The geometry of a plasma is de�ned through the
shape of the magnetic ux surfaces of an MHD equilibrium satisfying the Grad-Shafranov equation. This
geometry is a valid solution to this equation in the limit " = a

R 0
! 0, wherea and R0 are respectively the

minor and major radius of a tokamak. In this section, we will describe this geometry and show that the
solvers all function correctly on it.

The mapping describes the electromagnetic equilibrium in a tokamak. It is calculated using a Taylor
expansion on the small parameter" � 1. As previously, we will consider normalised coordinates such that
a = 1. The terms in the mapping are accurate to O("2). The mapping is de�ned as follows:

x(r; � ) = r cos(� ) � E (r ) cos(� ) + T(r ) cos(2� ) � P(r ) cos(� ) + � (r ) + R0

y(r; � ) = r sin(� ) + E(r ) sin(� ) � T(r ) sin(2� ) � P(r ) sin(� )
(27)

whereE(r ), T(r ), and � (r ) are functions controlling respectively the elongation, triangularity, and Shafranov
shift. These terms are considered to be of orderR0"2. P(r ) is an additional term of order R0"3 used to
ensure that the transformation is quasi-toroidal, and is de�ned as follows:

P(r ) =
r 3

8R2
0

+
r� (r )
2R0

�
E (r )2

2r
�

T(r )2

r
: (28)

The geometric properties are de�ned as follows:
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E(r )
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B 2

0
dr0

�
; (31)

where � 0 is the magnetic constant, p(r ) is the plasma pressure, andf (r ) and B0 are terms used to de�ne
the magnetic �eld B (r ):

B (r ) = B0R0 (f (r )ê� + g(r )ê� ) ; (32)

whereê� and ê� are the unit vectors in the poloidal and toroidal directions. The integration constants of the
functions E(r ), T(r ) and � (r ) are de�ned using the constantsCE and CT such that E(a) = CE , T(a) = CT ,
and � (a) = 0.
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(a) Solution calculated on \Culham geometry" with the Spline
FEM solver

(b) Solution calculated on \Culham geometry" with the Gmg-
Polar solver

(c) Solution calculated on \Culham geometry" with the Embed-
ded Boundary solver

Figure 18: The solution to Equation (1) with � (r ) de�ned by Equation (17), � (r ) = 1 =� (r ), and the right hand side f (x; y )
de�ned in the same way as the solution in the multi-scale example de�ned in Equation (23) on the \Culham geometry".
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The functions f (r ) and g(r ) are approximated from the following system of equations:

f (r ) = � (r )g(r ); (33)

� (r ) =
r

q(r )R0
; (34)

g0(r ) =

�
� ( r )

r + � 0(r )
�

g(r ) + � 0 p0( r )
B 2

0 p0 f ( r )

� (r ) + 1
f ( r )

; (35)

where q(r ) is the classical safety factor in the large aspect ratio approximated by the following equation:

q(r ) = q0 + ( qa � q0)r 2; (36)

where q0 = q(0) and qa = q(a). In our investigations, we will use the following de�nition of the plasma
pressure:

p(r ) = pa + ( p0 � pa)
�
1 � r 2� 

; (37)

where  is a constant, and p0 and pa are the pressures at respectivelyr = 0 and r = a. Equations (29),
(30), and (35) are solved using a fourth order Runge-Kutta method with 1000 equidistant radial points and
the following initial conditions:

E(r 0) = r 0; (38)

E 0(r 0) = 1 ; (39)

T(r 0) = r 2
0 ; (40)

T0(r 0) = 2 r 0; g(r 0) = 1 : (41)

The integrals required for the de�nition of the Shafranov shift are calculated using the trapezoidal rule.
Values not on the �nal grid of calculated values are calculated using linear interpolations.

In order to test the three solvers, we will use the values in Table 2 as the parameters de�ning the \Culham
geometry".

Ea 0:25 Ta 0:1 q0 0:8 qa 0:7  1:0
p0 105 pa 104 B0 1:0 R0 5:0

Table 2: Parameters used to de�ne the \Culham geometry" in Equations (27) - (37)

Figure 18 shows the result of solving Equation (1) with � (r ) de�ned by Equation (17), � (r ) = 1 =� (r ),
and the right hand side f (x; y) de�ned in the same way as the solution in the multi-scale example de�ned
in Equation (23). The experiment is run with a number of points similar to a typical GYSELA simulation,
i.e. 512 radial points and 1 024 poloidal points. In the case of the Embedded Boundary solver which does
not use curvilinear coordinates and therefore does not have a dimension requiring more points, 1 024 points
are used in both the x-direction and the y-direction. As the Embedded Boundary solver has larger errors
than the other solvers, in a production code it is likely that we would take a cautious approach by using
more, rather than fewer points. In addition, the Embedded Boundary solver is fast with reasonable memory
consumption so using more points is not excessively restrictive.

Table 3 shows the results from using the three solvers. As in Section 5, we observe that the GmgPolar
solver has the lowest memory requirements, and the Embedded Boundary solver is the fastest. The GmgPolar
solver could be sped up to a similar execution time as the Embedded Boundary solver by using assembled
matrices, at the price of a greater memory consumption. The error cannot be evaluated for this case as the
exact solution is unknown. All solvers produce comparable results, with the sameL 1 norm of the solution:
1:30� 10� 3.
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Code Number of Points Max Memory (MB) Time (s)

Spline FEM solver

degree 2
512� 1024

792.0 53:23� 0:64
degree 3 1357 75:36� 0:56

GmgPolar solver

no extrapolation, matrix-free
512� 1024

147.5 16:23� 0:02
implicit extrapolation, matrix-free 128.6 40:21� 0:04
implicit extrapolation, with matrix 268.8 1 :41� 0:09

Embedded Boundary solver 1024� 1024 396.6 1:53� 0:01

Table 3: Comparison of the performance of the three solvers on the \Culham geometry" with the right hand side de�ned by
Equation (23).

7. X-Point Geometry

Ideally, tokamak simulations would like to model not just the core, but also the edge of the plasma.
This introduces two additional problems which have not been considered in the rest of this paper. Firstly,
the boundary can have a more complicated shape. It will not follow the geometry of the system, which is
chosen to describe the closed magnetic �eld lines. The Spline FEM solver and the GmgPolar solver in their
current form cannot describe a boundary with a more complex geometry without additional developments.
However, the embedded boundary used by the Embedded Boundary solver is speci�cally designed to handle
this problem.

For simulations reaching the edge of the plasma, the magnetic �eld lines are not all closed. At the
transition between open and closed �eld lines, a second singular point appears. This is the source of
the second problem. However, this problem only becomes critical if the singular point appears explicitly
in the mapping. If the GmgPolar solver or the Spline FEM solver were modi�ed to include a method for
handling the boundary, then they would extend the chosen curvilinear coordinate system outwards. As these
coordinates do not have a singular point at the so called x-point, the singularity should not be problematic.
However, the choice of these curvilinear coordinates is somewhat arbitrary outside the Last Closed Flux
Surface (LCFS) where they no longer describe the magnetic �eld lines.

Figure 19 shows the results obtained using the Embedded Boundary solver with a right hand side de�ned
by Equation (23). In the central region, the geometry is approximated by the \Culham geometry". In the
outer region, including the divertor region, a constant extrapolation of � (r ), � (r ) and f (x; y) is used to
de�ne the values. The boundary is de�ned using the analytical solution to the Grad{Shafranov equation
proposed by Cerfon et al. [CF10]. The con�guration representing a lower single null National Spherical
Torus Experiment (NSTX)-like equilibrium is chosen. The �nal boundary is obtained by adding a bu�er of
size 0.15 around the equilibrium. The equation describing the equilibrium is detailed in Appendix A.

As we can see the boundary is not convex. This presents di�culties for the embedded boundary scheme.
In each cell, it is assumed that the boundary can be approximated by a straight line. This assumption
breaks down at the inection points near the X-point. To generate the results shown in Figure 19, the grid
was carefully chosen such that the inection points are found on the grid. This avoids the problem but
is not ideal as the points must be known to a high precision. Additionally, as three points must be found
on the grid it puts large constraints on the choice of grid. As mentioned previously, the total number of
points n in a direction is written as n = C2l � 1 where C is as small as possible. Therefore, the position of
the inection points dictates the boundaries of the simulation. Furthermore, as the points must be on grid
points at each viable level, the total number of levels is also restricted.

In order to use a X-point boundary in a plasma simulation, methods capable of handling convex bound-
aries and their e�ects on the convergence should be investigated. Other codes handling X-point geometry
have also encountered these problems. In Jorek [HHP+ 21], ux-surface aligned grids are used to avoid this
problem. The domain is split into multiple patches to avoid handling open and closed �eld-lines simulta-
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Figure 19: The solution obtained when solving Equation (1) with the right hand side de�ned by Equation (23) on an X-Point
con�guration with 256 points in the x-direction, and 256 points in the y-direction

neously. In Soledge3X [BBB+ 22] the boundary is represented by a step function following the edges of the
cells. This could be implemented using the Embedded Boundary solver, however this method may have
an e�ect on the convergence, especially in the case of a multigrid method which will struggle to describe
the geometry e�ectively with a 0-th order method on the least re�ned levels. Further investigations should
therefore be conducted to determine the method the best adapted to the methods presented in this paper.

Conclusion

We have presented three solvers for the gyrokinetic Poisson-like equation de�ned by Equation (1) on
geometries of increasing complexity, which represent a polar cross-section of a tokamak reactor. The two
most common choices of coordinates in tokamak simulations were considered, namely Cartesian coordinates,
and ux-aligned curvilinear coordinates; the latter introduce an arti�cial singularity at the magnetic axis
which requires special care. The �rst solver, known as the Spline FEM solver, uses isogeometric analysis, in
other words spline �nite elements, on a geometry de�ned through a spline mapping, parameterised with the
aforementioned curvilinear coordinates. The singularity at the pole is handled through the use of so-called
\polar splines" which ensure C1 smoothness of the solution. This allows the scheme to have a exible order
of convergence which depends on the degree of the splines. The matrices are solved using a preconditioned
conjugate gradient scheme. The second, known as the GmgPolar solver, uses �nite di�erences to solve the
equation on curvilinear coordinates. The resulting matrices are solved using a multigrid method with the
possibility to use an implicit extrapolation scheme to increase the approximation order of the method. The
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singular point is handled through the discretisation. Finally, the third solver, known as the Embedded
Boundary solver, uses second order �nite volumes to solve the equation on Cartesian coordinates. This
choice of coordinates does not lead to an arti�cial singularity but means that the boundaries are no longer
found at the grid points. Instead, the physical boundary is de�ned by an embedded boundary approach. The
resulting linear system is then solved with a geometric multigrid method in a matrix-free implementation.

Performance and error criteria were used to compare these solvers on analytical problems and more real-
istic cases including the so-called \Culham geometry" [CCH+ 88], and an X-point boundary. The Embedded
Boundary solver was found to be the fastest and have the most e�ective parallelisation (due to its imple-
mentation using the AMReX library [ZAB + 19]). The Spline FEM solver was found to reduce the error the
most thanks to its higher order scheme, although this did not necessarily compensate for its heavy memory
usage and slow execution time. It is possible that improvements could be made on this aspect, for example
by using an e�cient sparse solver instead of the preconditioned conjugate gradient method. The GmgPolar
solver was found to have the smallest memory requirements thanks to its matrix-free implementation, and is
a compromise between relatively fast execution and high order of approximation. If the focus is on execution
speed and memory limitations are not crucial, the assembled matrix version of GmgPolar solver may be
favourable as it speeds up the serial execution by a factor of seven.

All three solvers allow re�nement in troublesome areas. In the GmgPolar solver and the Spline FEM
solver this is achieved by allowing non-uniform points in the polar coordinates. In the Embedded Boundary
solver this is achieved via patches. The Spline FEM solver was shown to bene�t the most from additional
re�nement, but all solvers demonstrated improved performance when re�ning in numerically troublesome
areas.

While all solvers were capable of handling the realistic \Culham geometry", at this stage only the
Embedded Boundary solver was capable of handling an X-point geometry. A small example was presented
in Section 7, however this served to highlight a di�culty facing any solver which aims to tackle this geometry
in a simulation code; namely the handling of a concave boundary.

Our conclusions so far concern the state-of-the-art of the three solvers and their current implementation.
The results suggest that high order and e�cient solution of the linear system|both in terms of algorithm
and implementation|are two key ingredients for an e�cient solver. We note also, that each of the three
solvers presented can be improved in at least one of these two directions.
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Appendix A. Analytical de�nition of the X Point equilibrium

 (x; y) =
x4

8
+ A

�
1
2

x2 ln x �
x4

8

�
+

12X

i =1

ci  i (x; y) (A.1)

where A = � 0:05 is a constant, the twelve functions i (x; y) are de�ned as follows:

 1(x; y) =1 ; (A.2)

 2(x; y) = x2; (A.3)

 3(x; y) = y2 � x2 ln x; (A.4)

 4(x; y) = x4 � 4x2y2; (A.5)
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 5(x; y) =2 y4 � 9y2x2 + 3x4 ln x � 12x2y2 ln x; (A.6)

 6(x; y) = x6 � 12x4y2 + 7x2y4; (A.7)

 7(x; y) =8 y6 � 140y4x2 + 75y2x4 � 15x6 ln x + 180x4y2 ln x � 120x2y4 ln x; (A.8)

 8(x; y) = y; (A.9)

 9(x; y) = yx2; (A.10)

 10(x; y) = y3 � 3yx2 ln x; (A.11)

 11(x; y) =3 yx4 � 4y3x2; (A.12)

 12(x; y) =8 y5 � 45yx4 � 80y3x2 ln x + 60yx4 ln x; (A.13)

and the coe�cients ci are determined from the following boundary conditions:

 (1 + "; 0) = 0 (A.14)

 (1 � "; 0) = 0 (A.15)

 (1 � �"; �" ) = 0 (A.16)

 (1 � 1:1�"; � 1:1�" ) = 0 (A.17)
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(1 + "; 0) = 0 (A.18)

@ 
@y

(1 � "; 0) = 0 (A.19)

@ 
@x

(1 � �"; �" ) = 0 (A.20)

@ 
@x

(1 � 1:1�"; � 1:1�" ) = 0 (A.21)

@ 
@y

(1 � 1:1�"; � 1:1�" ) = 0 (A.22)
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(1 + "; 0) (A.23)
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