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a b s t r a c t

This paper deals with an innovative autonomous bus navigation and parking system in a bus depot, in
order to optimize their movements in a confined area. The kinematic model of the vehicle is defined.
Considering its dimensions and weight as well as the centimetric accuracy required, a predictive
controller is designed, based on its model linearized around the changing path curvature value, to
perform accurate curved paths tracking with a limited tracking error guaranteed by the consideration
of a constraint. This controller and additional sliding observers are designed according to the distance
traveled, allowing maneuvers to be performed at any forward or backward speed with constant
accuracy. In addition, these observers are not affected by path tracking errors. The implementation
on an industrial vehicle, operated under realistic conditions, demonstrates the performance and
robustness of this navigation system.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

1.1. Motivation and prior work

The development of autonomous driving technologies on pub-
ic transport systems is now underway, including the modern-
zation of existing service buses [1] to enable automated driving,
nd also the design of new bus architectures [2]. In this context,
he European EBSF2 project [3] aims to develop a new generation
f urban buses using new technologies and infrastructures, and
o test them in operational scenarios on several European bus
etworks.
In particular, one of the main problems encountered concerns

he storage of buses in closed centers. These multi-storey centers
ave narrow passageways and limited parking spaces. This leads
o bus collisions with the infrastructure, or even to a collision
etween buses. Therefore, the speed in the bus center is generally
imited to 8 km h−1.

In order to limit these accidents and save drivers time when
arking and retrieving their buses, the project proposes to set
p an Automatic Bus Guidance System (ABGS). This system is
ntended for the automated guidance of buses in a known semi-
pen private environment (storage center). The map of the en-
ironment and the trajectory to be followed are assumed to be
nown a priori. This data is made directly available by the bus
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depot operator. For other bus use cases, the trajectory can be
reconstructed online, for example via lane detection based on
the data of a 2D laser scanner with trajectory planning based on
this detection [4]. The principle of use is as follows. A bus driver
who starts his working day arrives at the entrance to the bus
station and, via a dedicated interface, selects the bus with which
he wishes to work. The bus parked in the bus center automatically
leaves its location and follows a predefined path to the bus center
exit where it stops at a dedicated and ready-to-use location.
Similarly, at the end of the day, the driver who ends his work
day leaves the bus at a designated location at the entrance to the
bus center. Then, the bus must automatically follow a predefined
route in its own area (no pedestrians allowed) to the assigned
parking space. This type of functionality has already been inves-
tigated, particularly for lane keeping and precision docking of an
articulated bus using a linear steering rate controller [5].

For the implementation of such a system, the mechanical
architecture of the bus is kept intact. Localization sensors (odom-
etry of the front steering angle and wheel speed, stereoscopic
cameras for absolute positioning with respect to the surrounding
infrastructure) and safety sensors (lasers for obstacle detection)
are installed on the bus. An embedded computer is connected
to these sensors and to the bus actuators (steering and propul-
sion). On the basis of instructions given via the man–machine
communication interface, the ABGS must ensure autonomous bus
navigation.

Autonomous storage of buses in a bus center requires the
control of heavy and large vehicles in confined spaces, for an
accurate tracking of paths that may have sharp curves. In par-

ticular, a promising solution for the nonadmissible trajectory
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Fig. 1. Bus center configuration.
racking problem is the transverse function approach that has
een proposed in [6] and exploited in [7] with an application to
ar-like vehicles, the feasibility of which remains to be proven in
ractice. Then, the control of these heavy vehicles is a problem,
ue to the high inertia and non-linear behavior of the actuators.
enerally, the pneumatic braking system of a heavy vehicle is
ot linear and is subject to high uncertainties. For example, an
daptive controller for the precise stopping of a bus has been
emonstrated during a docking maneuver in [8]. Also, a model
f a truck hydraulic power steering system was computed and
sed to design a yaw rate controller in [9]. More specifically
or the automation of the parking process, a fuzzy controller
as introduced for the rear parking movement of trucks in the
resence of obstacles in [10]. The method requires eight distance
ensors integrated into the vehicle and is validated in simulation.
uantitative information is provided to estimate the accuracy
f this method. A divergence-based control law is proposed for
ocking a robot close to an upright surface in [11]. Based on op-
ical flow, this method requires good weather conditions for the
amera to detect the upright surface at a reasonable distance. An-
ther vision-based docking strategy, which achieves centimetric
ccuracy, is the use of image-plane measurements [12]. Similarly,
ther preliminary results for autonomous backward parking were
btained from a multi-sensor-based interaction model [13]. Here,
model-based predictive controller (MPC) is designed. Based on
ensors data, this controller constantly anticipates the respect of
maximum position error constraint. This kind of controller can
e used to manage the vehicle’s braking to avoid collisions while
nsuring lateral stability [14], for example. Also, constrained MPC
as already been used in mobile robotics, with several model
hoices being possible. For example, application cases are avail-
ble in [15] or in [16]. In [17], authors consider a discrete linear
ehicle lateral and yaw dynamic model with a constant longitu-
inal velocity, their objective being to maintain a collision-free
ath on the road. Our case study is different, in that the speed
s not constant and can even change sign, and the model con-
idered must include a non-zero curve path. However, the lateral
ositioning constraints remain similar. In addition, the choice of
he model used is crucial with respect to the intended application.
n practice, the parameters of a dynamic model-based predictive
ontrol are often difficult to set, as this setting fluctuates greatly
ith the environment, in particular the state of the ground and
he tire which wears down over time, as well as the variable
nclination of the ground in a bus depot. Under these conditions,
uch methods as those proposed by [18] or by [19], for example,
o not continuously guarantee the expected accuracy, which is
hy a kinematic model with slip consideration is preferred. Then,

f a non-linear model is theoretically more accurate, the difficulty
2

in implementing an MPC is to find a solver that guarantees to
find a solution in a limited time for online use. However, if
several nonlinear programming problem solvers exist ([20,21],
etc.), none of them can always guarantee such a result. Other
stochastic solvers could be envisaged for these cases of non-
linear MPC [22], but their robustness to changes in the operating
environment is not guaranteed, and they do not comply with
the bus operator’s specifications for implementing a deterministic
solution meeting machine standards. Subsequently, the aim of
this work is to demonstrate that, with some adjustments, the use
of a well-defined linear model leads to accurate results, even in
real test situations.

Then, an observer described in [23] is computed indepen-
dently of the controller by optimizing a quadratic criterion, a
similar strategy having already been proposed in [24] for example
in the automotive field, but using a particle filter. The aim is to pe-
riodically and accurately update the model parameters. In case of
lack or failure of global positioning or to improve dead-reckoning
performance, other recent works are proposing a solution for
estimating the position, orientation and speed [25] or the wheel
slip angle [26], from proprioceptive measurements only.

1.2. Approach

In this work, control of a heavy mobile robot with front steer-
ing axle and rear driven wheels, equipped with an absolute po-
sition measurement system, is considered. The objective is to
follow a predefined trajectory in the bus center with sufficient
lateral accuracy, including control and localization errors, to en-
sure safe navigation with other buses and infrastructure at a
speed of 2.2 m s−1, the maximum authorized speed in the bus
center (2.2 m s−1

= 8 km h−1). This trajectory is divided into
tracks of variable curvature, some of which have to be followed
in forward and others in reverse. The bus center configuration
with buses is presented in Fig. 1. Buses always park in reverse.

Parking and exit processes are proposed to be automated with
a dedicated control approach. Indeed, a linearized bus model is
being considered to design a predictive control that can take into
account control inputs and state constraints in relation to the
environment. In particular, this approach must ensure a minor
lateral deviation of the bus from its reference trajectory over
a certain prediction horizon throughout the navigation path. It
also allows positive and negative speed movements, without any
discontinuity problems during transitions between positive and
negative speeds via zero speed. block diagram in Fig. 2 describes
the control architecture.
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Fig. 2. Control block diagram.

This architecture consists of two blocks:

• the first block above is dedicated to the control itself, the
steering controller being built on the basis of a 2D kinematic
horizontal plane model of the vehicle;

• the second block below is an online observer, the sliding es-
timation being dedicated to the correction of sliding values
of the control model.

This kind of architecture, based on a kinematic model updated
nline, makes it easier to handle low speed movements without
enalty for higher speed movements via a sliding correction. Ve-
icle state and sliding are observed on the basis of this kinematic
odel.

.3. Layout

In this document, models for path generation, observation
nd control are designed for an automated bus-type vehicle in
ection 2. The model chosen is horizontal plane-roll and pitch
re not taken into account. Then, the linear predictive control
lgorithm designed in Section 3 respects, when necessary, the po-
ition constraints during navigation. The vehicle state observation
resented in Section 4 is based on an extended Kalman filter; it is
omplemented by an estimate of longitudinal sliding and sideslip
ngles. The path is defined in Section 5 as a series of tracks
arametrized by their curvilinear abscissa and curvature. These
lgorithms are validated by kinematic and dynamic simulations,
nd results are presented in Section 6. On-site tests with a real
ystem are presented in Section 7, with the various parameters
nvolved in control and observation adjusted. Finally, conclusions
nd perspectives are presented in Section 8.

.4. Discussion about choices

The kinematic model and the controller are linearized, which
implifies the controller’s expression and allows less demand for
alculations for its use in realistic situations. It also makes it easier
o implement a predictive controller, in order to prevent a possi-
le collision or to determine a control solution, when it exists, in
constrained environment (lateral position limit constraints for
xample).
Kinematic model equations are written and linearized around

he track curvature value, which varies from one track to another,
or tracking purposes. The predicted state equations of the dis-
retized model are written by considering a variation in the path
urvature at each sampling step, so that the control can handle
he case of a variable curvature over the prediction horizon.

In addition, a polynomial defines a fictive curvature as a func-
ion of the actual path curvature, in order to feed the control with
more progressive variation curvature allowing a smoothing of

he path and the control. In this way, paths are followed with
ood accuracy on different types of track geometries, including
3

inter-track transitions, as long as the variation in the curvature
value is kept within a reasonable range with respect to the
response time of the bus steering actuator.

Finally, an Extended Kalman Filter observer is designed. And a
longitudinal slip and sideslip angles estimation makes it possible
to compensate for wheel-soil sliding phenomena with a dynamic
that depends on the refresh period of the position measurement,
but also to identify parameters that are difficult to measure with
precision, such as the effective diameter of the wheel (necessary
for longitudinal odometry) and steering angle offsets.

Thus, the advantage of this global method lies in the result-
ing accuracy for any forward or reverse navigation speed under
constraints of confined areas.

2. Modeling

In this section, the different kinematic models used for control
and observation are computed with a rigid body motion formal-
ism using the tools of linear algebra and screw theory [27]. A
control algorithm based on a linearized model is defined.

2.1. Kinematic model

The kinematic model defined for the control synthesis is an
extension of a previous model (see [28]) adapted to Fig. 3. Each
of the two front and rear wheels of the bus are considered
equivalent to two virtual wheels located halfway between the
real wheels. The bus is then simplified into a conventional bicycle
model in top view. Given the Ackerman-type mechanical front
steering system, the correspondence between the angle of the
virtual wheel in the middle of the front axle, which corresponds
to the steering setpoint, and the angle of each of the two real front
wheels can be obtained using the classical Ackerman relations. In
addition, to ensure that the desired front steering setpoint value
is applied, an observer presented in Section 4.2 will be used to
estimate any possible steering offset. The frame (f) is fixed to
the bus front wheel center with its longitudinal axis in the wheel
steering direction. The same applies to frame (r). The controlled
frame is (r). The controller ensures the convergence of this frame
on the reference path. Reference front

(
cf

)
and rear (cr) frames

calculation is described more in Section 5.1. Notations are the
following. kTi/j is the twist at the origin of frame (i) with respect to
frame (j), expressed in frame (k). For simplicity, (k) and (j) are not
specified if k = i or if j = 0, with (0) the world frame. jAdi is the
adjoint matrix, for transporting frame (i) into frame (j). Notations
are the same for jRi, jti and scalars, not specifying (j) when j = 0.

2.1.1. Equations of motion
Referring to Fig. 3, it is assumed that the sliding angles δf ,r

are small, so that they can be assimilated to a variation of αf ,r .
Kinematic equations are defined in the two frames (f) and (r) by
Tf and Tr twists, and Tf /m and Tr/m the twists in relation to the
vehicle body frame (m).

Then, the following classical car-like system equations are
obtained by combination of these twists:{

θ̇m =
sinβf
lf −lr

vf =
tanβf
lf −lr

vr

vr = vf cosβf
(1)

2.1.2. Trajectory following equations
The projection of both frames (f) and (r) on the trajectory

tracks in the corresponding frame, respectively
(
cf

)
and (cr), is

onsidered. With respect to these frames, evolution of (f) and (r)
s given by:

Tf /cf = Tf −
f Adcf Tcf ,

rTr/cr = Tr −
rAdcr Tcr (2)

ith:
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•
f ,rAdcf ,r =

[
1 01×2

−Jf ,r tcf ,r
f ,rRcf ,r

]
;

•
f ,r tcf ,r = −

f ,rRcf ,r

[
0

cf ,r yf ,r

]
; J =

[
0 −1
1 0

]
;

•
f ,rRcf ,r =[

cos
(
θm − θcf ,r + βf ,r

)
sin

(
θm − θcf ,r + βf ,r

)
− sin

(
θm − θcf ,r + βf ,r

)
cos

(
θm − θcf ,r + βf ,r

) ]
;

• Tcf ,r =

[ cf ,r ṡf ,r
ṡf ,r
0

]
, with sf ,r and cf ,r the curvilinear abscissa

and curvatures associated with the trajectory in
(
cf

)
and

(cr) frames respectively.

specially for the front axle:

tcf =
f Rcf

[
0

−
cf yf

]
=

[
cf yf sin(θcf − θf )

−
cf yf cos(θcf − θf )

]
nd: −Jf tcf =

[
−

cf yf cos(θcf − θf )
−

cf yf sin(θcf − θf )

]
, with θf = θm + βf .

Thus: f Adcf =

1 0 0
−

cf yf cos(θcf − θf ) cos(θcf − θf ) − sin(θcf − θf )
−

cf yf sin(θcf − θf ) sin(θcf − θf ) cos(θcf − θf )

]
; and:

Tf /cf =

⎡⎣ θ̇m − cf ṡf + β̇f
vf + yf cos

(
θcf − θf

)
cf ṡf − cos(θcf − θf )ṡf

0 + yf sin
(
θcf − θf

)
cf ṡf − sin(θcf − θf )ṡf

⎤⎦ . Con-

idering cf Tf /cf =
cf Adf

f Tf /cf we have:

Rt
cf J

f tcf =

[
− cos

(
θcf − θf

)
− sin

(
θcf − θf

)
sin

(
θcf − θf

)
− cos

(
θcf − θf

) ]
cf yf cos

(
θcf − θf

)
cf yf sin

(
θcf − θf

) ]
=

[
−

cf yf
0

]
;

nd then: cf Adf =
f Ad−1

cf =

1 0 0
−

cf yf cos
(
θcf − θf

)
sin

(
θcf − θf

)
0 − sin

(
θcf − θf

)
cos

(
θcf − θf

)
⎤⎦.

In frame
(
cf

)
:

f θ̇f = θ̇m − cf ṡf + β̇f ;
f ẋf = vf cos

(
θcf − θf

)
− ṡf −

cf yf
(
θ̇m + β̇f − 2cf ṡf

)
.

Thus: cf ẋf =

cos
(
θ − θ

)
− ṡ

(
1 − c cf y

)
−

cf y cf θ̇ ;
f cf f f f f f f

4

and: cf ẏf = −vf sin
(
θcf − θf

)
.

By writing the relative velocity f Tf /cf in frame
(
cf

)
without

transport, meaning by multiplying the velocity of translation by
matrix f Rt

cf , we have:⎧⎨⎩
cf θ̇f =

sinβf
l vf + β̇f − cf ṡf

0 = vf cos
(
θf − θcf

)
− ṡf (1 − cf cf yf )

cf ẏf = vf sin
(
θf − θcf

) (3)

Similarly rTr/cr is expressed in frame (cr):

cr θ̇r =
tanβf

l vr − cr ṡr
0 = vr cos

(
θr − θcr

)
− ṡr (1 − cr cr yr )

cr ẏr = vr sin
(
θr − θcr

) (4)

.2. Linearized model

The navigation path considered is a circle of constant cur-
ature cr . Above models are then linearized around the steady
tate:

• θr = θcr ;
•

cr yr = 0;
• tanβf = lcr = tanβc .

c is the constant front steering angle of the bus to track the
ircular path.
Decomposition law of the tangent function into its Taylor

eries at point βc is considered: tan(x) ≈

tanβc + (1 + tan2 βc)(x − βc) + tanβc(1 + tan2 βc)(x − βc)2

And, by writing:

• θ = θr − θcr ;
• v = vr ;
• y =

cr yr .

The linearization of Eq. (4) gives:
ṡr =

v cos θ
1−cr y

≈
v

1−cr y
;

ẏ = v sin θ ≈ vθ = (1 − cry)ṡrθ ;
θ̇ =

[
lc + (1 + l2c2)(β − β )

]
v

− c ṡ .
r r f c l r r
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Then, by considering the curvilinear derivative y′
=

dy
dsr

=

dy
dt

dt
dsr

=
ẏ
ṡr

and keeping only the linear terms, we have:

θ ′
=

(1+l2c2r )
l (βf − βc) − c2r y

y′
= θ

y′′
= θ ′

y′′′
=

(1+l2c2r )
l β ′

f − c2r y
′

(5)

with (·)′ expressing a derivative with respect to the curvilinear

abscissa. Finally, considering the state vectors y =

[ y
y′

y′′

]
and

=

[ y
θ

βf − βc

]
leads to the following relations:

y =

⎡⎣ 1 0 0
0 1 0

−c2r 0 1+l2c2r
l

⎤⎦ x

= Px;

y′
=

⎡⎣ 0 1 0
0 0 1
0 −c2r 0

⎤⎦ y +

⎡⎣ 0
0

1+l2c2r
l

⎤⎦β ′

f

= AP−1y + Bu.

(6)

2.3. Observation models

The state observation is based on Eqs. (1), (3) and (4), and on

the pose Xm =

[
θm
xm

]
.

Twists and positions of frames (f) and (r) are used for sliding
bservation. Unlike previous work (e.g. [29,30] or [31]), observa-
ion does not depend on the path. The major advantage is that
he observer is not disturbed in case of a significant path tracking
rror.

. MPC for steering control

In order to take severe accessibility constraints into account
hen navigating in bus centers, a predictive controller is imple-
ented. This controller is based on a discretized model obtained

rom Eqs. (6). It optimizes a criterion that depends on predicted
tates and future control inputs over a spatial window of length
S, S being the discretization step and n the number of selected
teps, guaranteeing, if possible, certain constraints on the state
an acceptable position error) and control (steering speed limits).
his controller regulates the bus steering, while an independent
peed controller is defined further in Section 5.2.

.1. Linearized model discretization

Given the linearized model (6), state matrices of the contin-
ous system are Ac = AP−1 and Bc = B. The solution of the
ifferential equation y′

= Acy + Bcu is given by y(s) =

0eAc s +
∫ s
0 eAc (s−τ )Bcu(τ )dτ .

Ac and Bc are assumed to be constant with respect to the
curvilinear abscissa s. This hypothesis is maintained over a small
distance S, meaning that Ack and Bck are functions of a curvature
rk which is constant over a step S.
Performing a discretization of one step of length S along the

urvilinear abscissa, state matrices of the discrete system yk+1 =

dkyk + Bdkuk, k ∈ N, are given by:⎧⎪⎨⎪⎩
Adk = eAck S

= I3 + SAck + · · · +
Si
i! A

i
ck + · · ·

B = eAck S
∫ S e−Ack τdτ B =

Bck (A − I )
(7)
dk 0 ck Ack
dk 3

5

uk control input is assumed to be constant over a sampling
step S. For the consideration of forward and backward displace-
ments, these calculations have to be made for S > 0 and S <
.

.2. Predicted states

Predicted states are computed from the knowledge of the
urrent state y0 and by using matrices Adk and Bdk , previously
computed. A recursive calculation on n steps gives:⎧⎪⎪⎪⎨⎪⎪⎪⎩

y1 = Ad0y0 + Bd0u0
y2 = Ad1Ad0y0 + Ad1Bd0u0 + Bd1u1
y3 = Ad2Ad1Ad0y0 + Ad2Ad1Bd0u0 + Ad2Bd1u1

+Bd2u2
etc.

In matrix form:⎡⎢⎢⎣
y1
y2
...

yn

⎤⎥⎥⎦ =

⎡⎢⎢⎣
Ad0

Ad1Ad0
...

Adn−1 · · ·Ad0

⎤⎥⎥⎦ y0+

⎡⎢⎢⎢⎢⎣
Bd0 03×1 · · · 03×1

Ad1Bd0 Bd1
. . .

...
...

...
. . . 03×1

Adn−1 · · ·Ad1Bd0 Adn−1 · · ·Ad2Bd1 · · · Bdn−1

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎣

u0
u1
...

un−1

⎤⎥⎥⎦

(8)

and more synthetically:

Y = Ay0 + BU (9)

3.3. Criterion

The criterion to be optimized is a quadratic function of the
predicted state Y and the future control input U. It is expressed
as follows:

crit =
1
2
YtQY +

1
2
UtRU (10)

Q and R are weighting matrices of sizes 3n × 3n and n × n
respectively for the state and the control. Q has a block diagonal
structure of elements γ k

QQ3×3 and R has a block diagonal struc-
ture of elements γ k

RR1×1.
(
γQ ; γR

)
∈ ]0; 1[ 2 are forgetting factors,

k ∈ [1; n] is the index of a block in the diagonal, and Q3×3 and
R1×1 are positive definite chosen matrices.

Expression of the criterion as a function of U, is given by:

crit =
1
2
Ut (BtQB + R

)
U + yt0A

tQBU (11)

where the parameter depending on y0 is expressed separately.

3.4. Constraints

The expression of state constraints for given vehicle dimen-
sions is defined hereafter by Eq. (12). By simple approximation,
the vehicle is modeled as a rectangle with front and rear ends
at a distance of Df and Dr respectively from the front steering
axle along the longitudinal axis. Specifying that these ends remain
within a tolerance δgap around the path can be written as follows:{

|y − Dr sin(θm − θc)| < δgap⏐⏐ ⏐⏐
y + Df sin(θm − θc) < δgap
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Thus, by linearizing and writing θ = θm − θc , it results:

−

[
δgap
δgap

]
≤

[
1 −Dr 0
1 Df 0

]
x ≤

[
δgap
δgap

]
(12)

With D =

⎡⎢⎣ 1 −Dr 0
1 Df 0

−1 Dr 0
−1 −Df 0

⎤⎥⎦ P−1, and d = δgap14×1, this

constraint can be rewritten as:

Dy + d ≥ 04×1 (13)

Extended to all the n predicted states and written as a function
of future controls, it becomes:

DBU + dgap + DAy0 ≥ 04n×1 (14)

with:

• D, a block diagonal matrix consisting of n blocks D;
• dgap = δgap14n×1.

3.5. Control synthesis

Control input vector U results as the solution to the following
quadratic problem:⎧⎨⎩ min

U

1
2
Ut (BtQB + R

)
U + yt0A

tQBU

DBU + dgap + DAy0 ≥ 04n×1

(15)

xtracting β ′

f = u0, the first element of solution U, gives the
ontrol law: β̇f = vf u0.

.6. Management of curvature variations at inter-track transitions

When linearizing the bus kinematic model around a track cur-
ature cr , a nominal βf forward steering angle configured for the
orresponding curvature is assumed a priori. So, a direction angle
ariation can be observed in the prediction algorithm between
wo tracks. A too important variation will not be feasible in a real
ituation.
One solution to this problem is to artificially modify the value

f the curvature cr over the n prediction horizon, so as to obtain
gradual variation at the change of track.
Since the bus is currently running on a cr0 curvature track

nd has to reach a crn−1 curvature track at nS horizon, the cri ,
≤ i ≤ n− 2 curvature is redefined at all intermediate positions

by the following polynomial:

cri =
crn−1 − cr0

n − 1
i + cr0

for a linear progression between cr0 and crn−1 .
Other choices are possible, including more complex higher

egree polynomials. Depending on the case, the ratio between
he value of the prediction horizon nS and the size of tracks is to
e considered. Indeed, in the case where the prediction horizon
S is small in front of the track size, this method ensuring a
edefinition of each of the intermediate curvatures cri will be
he most relevant, as it is similar to a virtual subdivision of
hese curvatures. On the other hand, if the prediction horizon nS
ecomes significant with regard to the size of tracks, which may
e the case, for example, by applying the proposed method at
he end of the following paragraph 5.1.1, a virtual variation of
he curvature values is not always necessary. Otherwise, it must
e ensured that any new virtual curvature value does not distort
he trajectory by always remaining between the actual value and
he next different real value.
6

4. Observer

The observer is designed in three stages. The first stage con-
sists in observing the position, orientation and speed. The second
stage consists in observing a pseudo longitudinal slippage and,
rather than observing a real slippage, an equivalent wheel diam-
eter is observed. The last stage consists in observing the lateral
slippage.

For these stages, measured proprioceptive state variables are
taken into account, such as:

• ωf and ωr , the average rotation speeds of the front and rear
wheel axles;

• αf , the front steering angle;
• α̇f , the front steering velocity.

For measurements of exteroceptive variables, it is assumed that
the following variables are available:

•
oxmmes , the measured position of frame (m) with respect to
the reference frame (o);

•
oθmmes , the measured vehicle orientation with respect to the
reference frame (o).

Thereafter, and to simplify writing, exponent o referring to the
reference frame is removed.

4.1. State observation

For this observer, the estimated sideslip angle δ̂f is taken into
account (see paragraph 4.2.2):

β̂f = αf + δ̂f (16)

as well as the estimated mean wheel diameter d̂wheel (see para-
graph 4.2.1).

4.1.1. Odometry
The first stage in observing the state is to compute an estimate

of front and rear speeds vf and vr consistent with the kinematic
model, using Eq. (1). Considering vfmes =

d̂wheel
2 ωfmes and vrmes =

d̂wheel
2 ωrmes , a solution to this problem is given by:⎧⎪⎨⎪⎩
v̂f = vfmes +

q−1
f φ̂v

q−1
f φ̂2

v+q−1
r

∆

v̂r = vrmes +
q−1
r

q−1
f φ̂2

v+q−1
r

∆
(17)

here:

• ∆ = vrmes − φ̂vvfmes ;
• φ̂v = cos β̂f ;
• q−1

f et q−1
r are filtering parameters, but may also be consid-

ered as vfmes and vrmes error variances.

hese measured and estimated variables are used to compute the
ollowing expression:

modo =
mAdfodo

(
Tfodo − Tf /modo

)
(18)

ith the subscript (·)odo meaning odometry.

.1.2. State estimate
Based on generic vectors X =

[
θ

x

]
, T =

[
ω

v

]
and

he corresponding matrices [X] =

[
Rθ x

]
, and [T] =
01×2 1
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01×2 0

]
, with Ω =

[
0 −ω

ω 0

]
, the state equation is given

by:

[Xm]k+1 = [Xm]k e
dt

[
Tmodok

]
(19)

This is a nonlinear equation. Variation of the estimation of
[Xm]k+1, expressed as a twist function of the variation of [Xm]k
and linearized to the first order, can be written as follows:

T̂mk+1 =
k+1AdkT̂mk + dtTmodok

(20)

where:

•
k+1Adk = Ad

e
−dt

[
Tmodok

] is the adjoint matrix related to

e−dt
[
Tmodok

]
;

• T̂mk and T̂mk+1 are expressed in frames Xmk and Xmk+1 respec-
tively.

The variance relative to the state equation (19) is function of the
variance of the odometry twist Tmodo which, for a short enough
sampling period dt , can be expressed by:

Qk = dt2qodok (21)

where qodok is the variance of Tmodok
. And this variance expression

is given by:

Pk+1/k =
k+1AdkPk/k

k+1Adtk + Qk (22)

If the Xmes measurement is available synchronously with Xmk ,
then an X̂mk estimator of Xmk can be written as:[
X̂mk

]
=

[
Xmk

]
e
[
LX Tmmesk

]
(23)

where LX is an observation gain matrix and Tmmesk
, is the error

twist expressed in the Xmk frame. The estimator minimizing the
variance is given by:

LX = Pk/k−1
(
Pk/k−1 + R

)−1 (24)

where:

• Pk/k−1 is the Xmk state variance matrix before estimation;
• R is the Xmmes measurement variance matrix.

The variance of the resulting state X̂mk is then given by:

Pk = Pk/k−1 − LXPk/k−1 (25)

The error and variance are propagated to the following states
using Eq. (20) until the measurement is available. If the Xmes
measurement is available before Xmk , for the next state Xmk+1 the
formulation is:{ [

X̂mk+1

]
=

[
Xmk+1

]
e
[
k+1AdkLX Tmmesk

]
Pk+1/k =

k+1AdkPk
k+1Adt

k + Qk

(26)

These equations correspond to prediction state equations that are
modified according to (23) when a new measurement is available.

4.2. Longitudinal slippage and sideslip angle estimates

Thereafter, estimated speeds and positions of (f) and (r)
frames, given by the following relationships, are used:⎧⎪⎪⎨⎪⎪⎩

T̂f ,r =
mÂd−1

f ,r T̂m + T̂f ,r/m

X̂f ,r = X̂m +

⎡⎣ β̂f ,r

lf ,r

[
cos θ̂m

ˆ

] ⎤⎦ (27)
sin θm

7

For estimates of longitudinal slippage and sideslip angle, two
successive estimates of Xf ,r state are considered, X̂f ,rk and X̂f ,rk+n ,
synchronous with measurements (n number of sampling steps
between two measurements). If the odometry is correct, the
variation between these two estimates is given by:[
X̂f ,rk+n

]
=

[
X̂f ,rk

] ∏
1≤j≤n

edt
[
T̂j

]
(28)

here T̂j is the odometry twist calculated at step k+ j. Based on a
ariation of a λ parameter to be identified, the variation of X̂f ,rk+n ,
hich is also the state correction given by the Kalman estimator
nd expressed in the (f) and (r) frames by the second equation
f (27), can be written as follows:

ec

⎛⎝[
X̂f ,rk+n

]−1 ∂

[
X̂f ,rk+n

]
∂λ

⎞⎠ = dt
∑
1≤j≤n

k+jAd−1
k+n

∂ T̂j

∂λ
(29)

Considering this equation (29), a solution to minimize a quadratic
criterion with respect to the λ parameter is then given by:⎧⎪⎨⎪⎩ λ̇ = lλ

∑
1≤j≤n

∂ T̂j

∂λ

t
k+jAd−t

k+nT̂f ,rmesk+n

λ̂+ = λ̂− + dtλ̇

(30)

here lλ is a gain and the twist T̂f ,rmesk+n
corresponds to the

ifference between the measured and theoretical postures at the
ime k + n. For more details, a full description of this parameter
stimator is available in [23].
In the following paragraphs, estimator (30) is applied to lon-

itudinal slippage and sideslip angles.

.2.1. Wheel diameter estimate
For estimating the longitudinal slippage or the equivalent

heel diameter, Xf is taken into account. To simplify equations,
ˆ f is assumed to be invariant during a sampling step. Thus, the
artial derivative of the odometry twist T̂fj with respect to d̂wheel
s given by:

∂ T̂j

∂ d̂wheel
=

⎡⎢⎢⎣ ω̂fj

sin β̂fj
l

ω̂fj

0

⎤⎥⎥⎦ (31)

here ldwheel is the gain lλ of estimator (30), for the estimation of
wheel.

.2.2. Front sideslip angle estimate
For estimating the front sideslip angle, Xf is considered. In

ddition, β̂f is supposed to be invariant during a sampling step.
hen, the partial derivative of the odometry twist T̂fj with respect

to δ̂f is given by:

∂ T̂fj
∂δ̂f

=

⎡⎢⎢⎣ v̂fj

cos β̂fj
l

0
v̂fj

⎤⎥⎥⎦ (32)

where lδf is the gain lλ of estimator (30), for the estimation of δf .

5. Trajectory following

This section is dedicated to the reference trajectory frame
definition, and to the control of vehicle movements.
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.1. Calculation of the reference frame for the tracking

Algorithms for tracking the
(
cf

)
frame by the front axle and

or tracking the (cr) frame by the rear axle are developed in this
ection.

.1.1. Definition of the trajectory
The trajectory is supposed to be defined by x (u) : R ↦→

2 parametrized with u parameter. x (·) is a piecewise C3 func-
ion. This expression allows a complete definition of all the de-
ired characteristics in terms of tangent, normal, curvature and
urvature variation:

tx =
x′
u

∥x′
u∥

nx = t⊥x

cx =
det(x′

u,x′′
u)

∥x′
u∥

3

gx =
det

(
x′
u,x′′′

u ∥x′
u∥

2
−3(x′t

u x′′
u)x′′

u

)
∥x′

u∥
6

(33)

where (·)′u, (·)
′′
u , and (·)′′′u are defining respectively a first, second

and third order derivative along u, and det (a, b) = at
⊥
b. If u

s the curvilinear abscissa s, thus
x′

u

 = 1 and Eqs. (33) can be
implified as follows:

tx = x′
s

nx = t⊥x

cx = det
(
x′
s, x′′

s

)
gx = det

(
x′
s, x′′′

s

) (34)

sually, the path is defined as a succession of segments and arcs
f circles, the bus position on this path varying according to a
urvilinear abscissa s. A possible issue is that the implemented
ontrol law will tend to prioritize keeping a zero error along
ne track, including at the end of that track, even if there is
large variation in value of curvature at the next track. This

esults in errors when changing the track, due in particular to
he limitations of actuators. In practice to limit this phenomenon,
epending on the size of the tracks and the variation in their
urvature, two successive tracks with a significant variation in
urvature are subdivided into several smaller tracks in order to
ave a minimum variation in curvature.

.1.2. Evolution of the trajectory u parameter
The axes of the trajectory frame are given by tx and nx, and

he value of parameter u, corresponding to the reference point to
e tracked so that points c and x remain as close as possible to
ach other, has to be determined. For this, several solutions are
ossible:

• A time law defined by a planner can give the evolution of
u. The variable y can then be evaluated as a projection of
the vector xf on the vector nx; this implies that the vehicle
motion control is efficient enough to track the current point.

• The value of u can be established by projecting point f onto
path (C).

n the second case, the following algorithm provides a projection
ethod that avoids a new search at each sampling period. It is a
ontrol law whose objective is as follows:
′

u
t
(x − f) = 0 (35)

ariation of u can then be defined as:

˙ = µ
[
x′

u
tvf − kux′

u
t
(x − f)

]
(36)

here µ > 0 is a normalization factor and ku is a gain regulating

he convergence dynamics.

8

.2. Velocity and position control along the path

One possibility suitable for vehicle control is to define the path
s tracks delimited by pairs (x (ucib) , vcib). Then, the vehicle aims
t navigating along each track at a desired velocity vdes up to point
(ucib), where the waypoint velocity is vcib, these three setpoints
eing defined a priori as part of the initial definition of the path

tracks. If vcib = 0, the vehicle aims at reaching point x (ucib), while
especting kinematic constraints, such as maximum speed and
cceleration (vmax, γmax).
The proposed generation of motion includes two nested control

loops for speed and position.

5.2.1. Position loop
It is assumed that the variation of the curvilinear abscissa δs

an be calculated from x (u) to x (ucib). The velocity v of the frame
f) must not exceed the following velocities in modulus:

• vmax, the maximum speed allowed;
• |vdes|, the desired velocity when the vehicle is not close to

x (ucib);
•

√
2γmax |δs| + v2

cib, the convergence velocity towards the tar-
get velocity, without exceeding the acceleration γmax until
the point x (ucib).

Considering vsup = inf
(

vmax, |vdes| ,

√
2γsup |δs| + v2

cib

)
, the fol-

owing reference control velocity is proposed:

com = −vsup
δs√

δs2 +
v2sup

k2s

(37)

here ks is a setting parameter and γsup is an acceleration slightly
lower (∼ 10 %) than γmax in order to take into account wheel-
ground sliding phenomena.

If |δs| is high, then vcom ≈ −vsupsign(δs); if |δs| is small, then
vcom ≈ −ksδs. If vcib ̸= 0, it can be considered that vcom =

vsupsign(δs), because a position control is not necessary.

.2.2. Velocity loop
As soon as the reference vcom is known, and considering δv =

−vcom, the reference acceleration can be formulated as follows:

com = −γmax
δv√

δv2
+

γ 2
max
k2v

(38)

here kv is a setting parameter.
This reference acceleration is finally used to update the speed

ontrol output sent to the lower level of the bus, according to the
ollowing expression: vout = vout + γcomdt , with dt the sampling
eriod.

. Simulation results

In order to get closer to real conditions, a response time of
.15 s of the steering actuator is added.

.1. Path tracking without and with sideslip angles correction

The performance of the observer described in Section 4.2
ith respect to sliding compensation, including steering offset
learance, is analyzed here. Simulation parameters are defined in
able 1.
The tracking of a U-shaped path is illustrated in Fig. 4. The

ront steering angle of the bus has an uncorrected initial offset. In
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Table 1
Path tracking parameters.
Velocity reference 2.0 m/s
Max velocity 2.5 m/s
Max acceleration 0.35 m/s2
Offset steering angle 0.1 rad
Max steering angle 0.6 rad
Max steering velocity 0.45 rad/s
Front steer offset 0.01 rad
Initial orientation −0.2 rad
Initial lateral gap 3.0 m
Middle path lateral gap 2.0 m

Fig. 4. U trajectory without sliding compensation.

Fig. 5. Tracking error without sliding compensation.

order to facilitate the comparison of results, steering limitations
and offsets are set with the same values as on the actual platform.

The displayed path Fig. 4 is generally followed, although Fig. 5
shows a nominal tracking error of about 0.3m for the front and
rear axles. With the sideslip angles correction (see Figs. 6 and 7),
offsets are cleared. Lateral gaps are properly corrected, with in
particular a solid brown curve that converges better towards the
solid red one in Fig. 6.

6.2. Lateral error limits

Lateral errors, at the first turn when following a U-shaped path
using the predictive controller, are displayed in Figs. 8 and 9.
9

Fig. 6. U trajectory with sliding compensation.

Fig. 7. Tracking error with sliding compensation.

A ± 0.10m lateral error constraint has to be met. The vehicle
starts moving close to this lateral error limit. Without taking this
constraint into account, the vehicle moves beyond, while it does
not exceed the limit when handled by the controller.

6.3. Comments

Designed algorithms and kinematic simulations did not take
into account several characteristics of the real system dynamics:

• Stresses in the wheel ground interaction can lead to ac-
tuation limitations (steering axle rotation impossible when
the vehicle is stationary or at very low speed), or kinematic
model errors (instantaneous center of rotation offset relative
to the theoretical model). Tests with the real vehicle allow
these effects to be quantified and corrected if necessary.

• The controller takes into account the maximum longitudi-
nal acceleration and maximum steering axle angular speed
characteristics. Preliminary tests on the vehicle assess
whether other characteristics such as response time or de-
lays are significant and how they may affect algorithms and
settings.

• Observation quality depends on the measurement accuracy
and delay. Such criteria are assessed and taken into account
by the observation.
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Fig. 9. Respect of lateral limits.

Table 2
Vehicle parameters.
Total mass M = 20000 kg
Length L = 12.00 m
Width W = 2.75 m
Track tr = 2.5 m
Spread lf + lr = 6.12 m
Wheel diameter dw = 0.939 m

7. Experimental results

7.1. An automated bus

The equipped vehicle is shown hereafter in the bus center in
ig. 10. It is a bus dedicated to the daily transport of people.
t has rear driven wheels and an Ackermann front steering sys-
em. Specially equipped for autonomous driving, this Automotive
ntelligent Vehicle (AIV) has the properties indicated in Table 2.

Two stereoscopic camera pairs are used, one for the localiza-
ion function and one for white line detection and parking space
umber recognition. The modular system used for locating the
us in the depot is a stereoscopic head composed of two IDS
240 global shutter type cameras, allowing a wide angle of view
ecessary for visual SLAM algorithm. The distance between the
wo cameras is 30 cm. The bus is also equipped with five laser
10
rangefinders for obstacle detection: two fronts and one on each
other side of the vehicle.

The on-board controller consists of two controllers interfaced
via Ethernet network. One of the controllers is dedicated to per-
forming the localization function with the cameras connected to
it; it is an MSI GT73 laptop PC with an Intel core i7 7820HK pro-
cessor, 16 GB RAM and an SSD disk. The other controller provides
the safety functions (obstacle detection), navigation control and
interface with the remote bus fleet supervisor via wifi commu-
nication, as well as to a low-level control board on the bus via a
CAN bus clocked at 10ms. It is a MicroAutoBox dSPACE controller.
The low-level card is connected to the proprioceptive wheel and
steering odometry sensors and to the actuators, in parallel with
the manual controls (steering wheel and pedals) for drive-by-
wire. In particular, it provides steering management (proportional
error loop) and speed control (acceleration/braking), in addition
to safety functions.

Computation of the bus localization as well as the detection of
white lines and the recognition of seat number is a component
of Intempora’s RTMaps software. This RTMaps localization dia-
gram is executed on the controller dedicated to the localization
function. Localization information by the cameras is delivered
every 60ms on average with a maximum delay of 250ms in case
of failure of the camera image analysis. Other components of
observation, control, obstacle detection, and interface with the
low-level bus control and with the fleet supervisor are imple-
mented as a second RTMaps diagram running on the navigation
controller, in which a component dedicated to the observation
and control module is installed. Odometry measurements are
received through the CAN bus every 10ms. They include angular
increments from the rear wheels sensor and the steering angle
of front axle. The position and orientation of the vehicle are then
obtained by fusion of those measurements. The control setpoints
sent every 10ms are the velocity vf of the front axle and the
steering angle αf of the front axle.

7.2. Localization with cameras

A first trajectory in the bus center allows the creation of a 3D
cartography of the environment. This mapping is made with the
data coming from the two localization cameras used as input of
the SLAM type algorithm and whose output is a mapping of the
environment including the reconstructed 3D points associated
with the camera poses to so-called ‘‘key images’’. Then, online,
the inputs are the previously created environment mapping and
the data from those cameras. Inputs are processed by a multi-
camera SLAM type algorithm with relocation (correspondence
between the current view and the previously created cartog-
raphy) in order to achieve real-time localization at any time.
Accuracy between the previously created mapping of the environ-
ment and the real-time localization is a few centimeters. During
tests, the localization precision is evolving with the position of
the bus in the scene according to visual landmarks detected, with
degradation in situations of occlusion.

7.3. Steering axles calibration

For the control of the front steering angle, the actuation is elec-
tric, controlled by a dedicated low-level controller. The control is
performed by means of a loop proportional to the steering angle
error, without derivative or integral action. The steering angle is
limited to 45◦ (0.78 rad) and the steering velocity is limited to
30 ◦s−1 (0.52 rad s−1).

Steering sensor calibration process is performed using the
sideslip angle observer defined in Section 4.2.2 while the vehicle
is moving for 30 s with zero steering angle setpoints at low
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Fig. 10. Bus operating in the bus center.1
t

elocity (vf = 0.3 m s−1) along a white straight reference line
or optimal localization, the precision and convergence time of
he measurement depending on it.

.4. Controller tuning

The spatial window S is the discretization step, here chosen at
0 cm for an accurate model. Decreasing it increases the accuracy
ut also the calculations. Similarly, n = 20 is the number of
teps chosen to define the prediction horizon nS = 2m. The
rediction horizon is chosen greater than the system settling time
2.2 m s−1 max speed ×0.15 s steering response time = 0.33m),
nd large enough to anticipate the trajectory, but not too large
o remain within the validity domain of the model. Predictive
ontrol parameters, previously defined in Section 3, are set as
ollows: Q (0, 0) = 20.0, Q (1, 1) = 122.4, Q (2, 2) = 224.7,
ther coefficients of Q are zero, and R = 1.0. Parameters of
he diagonal of Q that define the tracking efficiency refer to
he lateral error and its two successive derivatives with respect
o the curvilinear abscissa. Parameter of R which defines the
racking smoothness refers to the variation in front axle steering
elative to the curvilinear abscissa. ks and kv are proportional
ains for other independent position and speed control loops
see Section 5.2). They are set to ks = 0.4 and kv = 50.0
espectively to allow efficient path tracking at reference velocity
nd position, with smooth movements. Parameters defined in
able 1 remain the same. All parameters were first tuned on a
imulator with regard to the relative importance of performance
n different loops, and then adjusted on the real vehicle. With this
onfiguration, over a sampling period of 10ms the computation
ime demand of the control algorithm is between 2.5ms and
.5ms with some peaks below 6ms.

.5. Experiments in the bus center

All experiments are performed in realistic conditions on as-
halt. The bus used for the tests navigates in the bus center in
rder to carry out a complete parking and exit test, from the
ntrance of the bus depot to its exit. Thus, the test focus on
racking a path describing a loop with four turns until the parking
pace, then a parking maneuver, a departure maneuver, and then
gain four turns up to the exit.
This route taken by the bus is shown in Fig. 11. Fig. 12 zooms

n more particularly on parking and departure maneuvers, and
ig. 13 zooms in on position shifting by the camera at time =

28 s. The bus localization at the center of its rear axle is plotted
n dotted cyan. This measure is provided by the stereoscopic

1 c⃝ RATP - Denis SUTTON - 06/03/2018 - 14887D30.
11
Fig. 11. Path tracking in the bus depot.

cameras installed at the rear of the bus in order to locate itself
on the bus center. The accuracy of the camera’s position mea-
surement depends on the number of visual landmarks detected.
The reference path to be followed at the center of the front axle
and at the center of the rear axle are plotted as blue dashed line
and solid red line respectively. The estimated bus position at the
center of the front axle and at the center of the rear axle are plot-
ted as black dashed line and brown solid line respectively. This
estimate is provided by an extended Kalman filter considering the
odometry of the wheels and front steering, as well as the position
provided by the stereoscopic cameras.

From the starting position at the entrance to the depot until
the first turn, the bus runs on flat ground. From the entrance of
the first turn at the x = −20m abscissa to the exit of the second
urn at x = −20m the bus descends a first floor. He then briefly
drives on flat ground until x = 0m, then again he goes down a
second floor until he reaches the third turn at x = 90m. Then he
drives on flat ground at the end of the third turn, in the fourth
turn, in a straight line, and during the parking maneuver. After
its departure maneuver, the bus goes up both floors in the same
way until it reaches the exit of the bus depot. Tracking errors are
plotted in Fig. 14 as a blue dashed line at the center of the front
axle and as a solid red line at the center of the rear axle.

A maximum tracking error of almost −40 cm is observed at
528 s for the rear axle. This error is due to a shift in the local-
ization. During the bus departure maneuver, the accuracy of the
camera’s position measurement is less accurate due to an insuffi-
cient number of landmarks, as it sees the wall against which the
bus was parked or the parking space next to it. Then, this accuracy
becomes optimal at 528 s, when the bus has finished leaving its
parking space and more visual markers become visible to the
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Fig. 12. Zoom on parking and departure maneuvers. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version
of this article.)

Fig. 13. Zoom at time t = 528 s. (For interpretation of the references to color
n this figure legend, the reader is referred to the web version of this article.)

Fig. 14. Front and rear tracking errors.

amera. Therefore, the correction of the actual bus position that
s plotted in cyan dotted line in Fig. 13 results in a sudden shift
n the bus localization and thus a high instantaneous tracking
12
Fig. 15. Rear curvature variation.

error. A +23 cm error of the front axle is also observed at the
eginning of the departure maneuver at 465 s due to a difficulty
n initializing the localization. Otherwise, shifts in the localization
re less than 10 cm everywhere else on the trajectory. And the
orthcoming addition of a Sysnav Blue Force inertial unit should
ake it possible to further improve the robustness (in case of lack
f texture, very fast movement or camera occlusion) and accuracy
by merging visual and inertial data) aspects during navigation.
ther maximum tracking errors are cumulative localization and
ontrol errors, the latter occurring mainly at the entrance or exit
f curves when the variation in curvature is highest, for example
21.5 cm for the front axle at the end of the first turn at 194 s
r +19.8 cm for the front axle at the end of the third turn at
10 s. Indeed, in the event of such variations, an establishment
istance is required to converge on the next part of the path,
esulting in an overrun in the variation area. The variation in
he curvature of the reference trajectory at the center of the
ront axle is plotted as a solid red line in Fig. 15. The most
mportant curvature variation values were recorded during the
arking and departure maneuvers, the zoom of which is shown
n Fig. 12. During the parking maneuver (380 s − 435 s), a front
xle tracking error of 6.5 cm is recorded at the turn entry (385 s)
t a peak of the curvature variation at +11.00 m−1 s−1, and
ront axle tracking errors of −30.4 cm then 12.1 cm are recorded
t the turn exit (412 s) at a peak of the curvature variation at
11.00 m−1 s−1, these errors close to the parking position being
lso due to the localization because of a lack of visibility. During
he departure maneuver (465 s−514 s), a front axle tracking error
f 15.2 cm is recorded at the entrance to the turn (481 s) during
peak of the curvature variation at −11.00 m−1 s−1, and a front
xle tracking error of −13.0 cm is recorded at the end of the curve
510 s) at a peak of the curvature variation at +5.50 m−1 s−1.

The front longitudinal velocity is reported in Fig. 16, with red
ashed line for the control setpoint and blue plain line for wheel
dometer measurements, showing oscillations until 0.36 m s−1

f amplitude due to an inaccurate odometry wheel sensor used
or the low level velocity control. This would need to be improved
or better setpoint tracking, especially on slopes, even if this has
o significant impact on the accuracy of the trajectory tracking.
negative speed is observed during the parking maneuver. Front

teering velocity control input is reported in Fig. 17 in red plain
ine. Front steering angle is plotted Fig. 18, in red dashed line
or the control and in blue plain line for the odometry measure.
he control and measure plots are very close. Low oscillations
t the end of each turning motion allow a better handling of
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t
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Fig. 16. Front longitudinal velocity.

Fig. 17. Front control steering velocity.

Fig. 18. Front steering angle.

he curvature variation. Steering angle and velocity remain be-
ow the maximum setting values of respectively 0.77 rad and
.45 rad s−1, reported in plain red lines in those figures.
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Thus, tracking errors remain between plus or minus 20 cm
during the testing, 10 cm because of the localization accuracy and
10 cm because of the controller’s accuracy, except for three errors
up to 40 cm mainly due to punctual location errors and also to
high variations in curvature. Regardless of these performances, a
very positive result is their repeatability. This test was repeated
several times with always similar results, with a repeatability of
less than 4 cm along the entire trajectory. Thus, since the system’s
performance is known with a trajectory correctly defined a priori,
public demonstrations were conducted safely in the presence of
other moving vehicles (officialvideo).

8. Conclusions and future work

An innovative autonomous guidance system has been imple-
mented for controlling a bus on its trajectory during navigation,
including parking and departure maneuvers, in a closed bus cen-
ter. Design and development of this system was carried out on a
real industrial bus.

In order to achieve this objective, predictive control laws have
been designed to effectively ensure bounded path-following er-
rors in any situation, thus providing a guarantee of non-collision
with the bus center infrastructure. Since these algorithms are lin-
earized around a given curvature value, they remain sensitive to a
significant variation in curvature between two path tracks, which
must therefore be defined accordingly. In addition, the sliding
was treated independently of path tracking errors to maintain
accuracy and stability throughout the course. And the software
design was carried out in conformity with a safety analysis of the
target vehicle’s overall system.

The guidance system has been successfully integrated into the
industrial vehicle. Several tests were carried out under realistic
operational conditions. With a few exceptions close to parking
and departure maneuvers, due to poor localization and a strong
variation in curvature that limits the performance of the control,
tracking errors recorded during the tests remained below 20 cm,
including 10 cm due to the control itself, these performances
being highly repeatable.

Future work towards an industrial version of the autonomous
guidance system will now focus on porting the software to a more
cost-effective embedded hardware architecture, designing auto-
calibration strategies for correcting sensor biases to maximize
system availability in daily use (preliminary solutions presented
in [32] and [33]), and designing self-diagnostic strategies for safe
and reliable failure detection of system components.
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