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Abstract

Within the framework of the dependable neutron �ux instrumentation devel-

opment for Sodium-cooled Fast Reactor (SFR) of Generation IV, the French

Alternative Energies and Atomic Energy Commission (CEA) is investigating an

innovative technology based on optical signals produced within an ionization

chamber. In such gaseous detectors, neutrons interact with a �ssile material,

releasing heavy ions in the MeV-range, eventually leading to spontaneous pho-

ton emission in the ultraviolet to infrared range. In this paper, the process of

light generation is analyzed through a newly-developed computer code named

SCENA. Semi-empirical models for ion-to-gas energy exchange and secondary

electron production are assessed. The output of the SCENA subroutines are

satisfactory checked against other electron swarm simulation tools, experimen-

tal data and a theoretical gas model. SCENA is able to follow the cold-plasma

created along a heavy ion slowing-down in space and time evolution. This per-

formance is a key point in the development of optical ionization chambers.

Keywords: �ssion chambers, radiation-hard detectors, gaseous detectors, gas

scintillation

PACS: 29.85.-cAMODIF, 28.50.Dr, 28.41.Rc

Nomenclature

a0 Bohr radius: a0 = 5.9E-11 m

Aji Einstein coe�cient for transition from j to i level
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amu atomic mass unit equal to 1.66E-27 kg

BRe Inner sheath electron breeding ratio

c Speed of light: c = 2.99E8 m/s

D Transverse di�usion coe�cient

E Mean electron energy in eV

Eδ Mean delta electron energy in eV

E/N Reduced electric �eld in Td

Ep Projectile kinetic energy in eV

ε Ejected electron kinetic energy in eV

η Random number from a uniform distribution between 0 and 1

fM Maxwell Electron Energy Distribution Function (EEDF)

h Planck's constant: h = 6.63E-34 J.s

Ib Electron-binding energy in eV

Iij Intensity of transition between j to i atomic levels

ki Collision frequency for collision type i

Ki Collision rate for collision type i

me Mass of an electron: me = 9.11E-31 kg

mp Mass of the projectile in kg

N Atomic density in m−3

nδ Average number of delta electrons

ne Inner sheath electron density

Nj Density of atomic level j
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Ne Electron density

νij Wavelength of photon emission from level j to i transition

pk Electron Energy Probability Function (EEPF)

Pi Cumulative collision probability of collision type i

Ry Rydberg energy: Ry = 13.6 eV

S Total stopping power

σion Ionization singly-di�erential cross section (SDCS) in cm−2.eV−1

s SDCS-derived stopping power

Tp Projectile reduced kinetic energy: Tp = Ep
me

mp

∆t Time resolution for the slowing-down process

δt Monte Carlo sampling time

U Excitation potential energy in eV

ve Electron velocity in m.s−1

vd Bulk drift velocity in m.s−1

vp Projectile velocity in m.s−1

vr Reduced projectile velocity =
√
Tp/Ry

xp Projectile position

Zp Projectile charge

Zeff E�ective projectile charge

ζ Random number from a uniform distribution between 0 and 1
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1. Introduction

The French Alternative Energies and Atomic Energy Commission (CEA)

proposes a new generation of neutron detectors for the neutron �ux monitoring

of Sodium-cooled Fast Reactors (SFR). These detectors are based on the lumi-

nescence of rare gases excited by charged particles [1�3]. The photons emitted

in the near-infrared region can be then channeled into an optical �ber in a harsh

radiation environment over a long distance. Experiencing a low attenuation in

silica �bers [48] the near-infrared light signal �nally feeds either a solid-state

photon counter or spectrometer. The simulation of such a signal is an impor-

tant step for the development of an optical �ssion chamber for SFR. This is

the reason why a computer code called SCENA, which stands for Simulation

of Collisions Electrons-Neutrals in Atmospheres, has been developed in the Oc-

tave interpreted programming language. SCENA is an unique tool, capable of

simulating the heavy ion interactions in a mono-atomic gas with or without

an electric �eld, delta electron generation, gas excitation. All theses computed

physical quantities make it possible to estimate an optical emission spectrum

and absolute yield. This paper starts with a presentation of the main functions

of the SCENA code, models embedded and their domain of validity. The code

validation is then addressed using experimental data and results from other

Boltzmann codes.

2. Methods

The present section details the physical models implemented in SCENA to

simulate the numerous phenomena encountered in the heavy-ion-induced mono-

atomic gas ionization. The time sequence of those phenomena depicted in Fig. 1

is as follows.

1. A heavy ion emitted from a neutron-sensitive coating slows down and

ionizes a �lling gas, leading to the production of delta electrons.
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2. Those electrons impact the gas atoms, what comes to generate secondary

electrons and populate excited levels.

3. The so-excited gas atoms then undergo a radiative decay, emitting photons

at discrete wavelengths in an optically thin medium.

2.1. Heavy ion slowing down

In ionization chambers, heavy ions are emitted from a micron-thick neutron-

sensitive layer, made of various materials, e.g., 235U, 239Pu, 10B. A heavy ion

undergoes a competition between electron gain and loss [4]. As shown by the

well-known Bethe-Bloch formula [5], this change in their e�ective charge di-

rectly and continuously impacts their stopping power. This is the reason why

the e�ective charge of a heavy ion is periodically updated in the SCENA code.

One also assumes both the Continuous Slowing Down Approximation (CSDA)

and dominance of the electronic stopping. In other words, every heavy ion slows

down along a straight track due to the inelastic collisions with bound electrons

in the medium, neglecting the nuclear collisions which are not likely to occur at

a kinetic energy high enough, above 3 MeV for light �ssion fragments.

The CSDA validity was con�rmed by computing the most probable Light Fis-

sion Fragments (LFF) straggling in a rare gas with the more accurate PRAL

model [6]: the straggling turns out to be around 4.5% of the range in argon [7].

Finally, since the kinetic energy of heavy ions amounts to about 1 MeV/nucleon,

no relativistic correction has to be applied.

As a reminder, the total stopping power S is de�ned as the opposite of the ratio

of the kinetic energy loss dE to the variation of the heavy ion range dx

S = −dE
dx

(1)

It is also noteworthy that S is a mesoscopic quantity that can be regarded as

a friction force. As a result, one can compute the heavy ion velocity vp and

position xp along the straight track by solving Newton's second law of motion
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with the �rst-order explicit Euler method. For the ith time step, it gives:

vp,i+1 = vp,i −
S(vp,i, Zeff,i)

mp
∆t (2)

xp,i+1 = xp,i + vp,i ∆t (3)

the time resolution ∆t is as small as tenths of picoseconds. The stopping power

S is preferably estimated with the code SRIM [6], even though the Bethe-Bloch

formula [5] [8] or tabulated experimental data of ICRU-73 [9] [10] or other codes

such as MSTAR [11] or PASS [12] can be used instead.

Independently of the chosen stopping power source or model, at each time step

i, the heavy ion e�ective charge Zeff is computed with the Barkas formula [13].

This entity is of prime interest for computing the stopping-power S, as a Z2
eff

factor appears in the Bethe-Bloch formula or its variants, but also for later esti-

mation of the delta electrons energy spectrum. In the case of �ssion chambers,

electronic stripping of a heavy ion leaving the �ssile layer strongly in�uences its

stopping power [14]. As recommended in Ref. [15], the initial charges of �ssion

fragments were considered to be 14-15 for LFF, and 12-13 for HFF (most prob-

able Heavy Fission Fragment) in the case of a less-than-1-µm thick Californium

layer. Adjustments of initial e�ective charges Zeff based on comparing with

the values obtained from the Barkas equation lead to an initial charge of +13.6

for HFF and another of +16 for LFF escaping a 235U layer.

In SCENA, every heavy ion track is split into 1-mm segments knowing that a

total path length is about 45 mm at most in Neon at 1 atm. Simulation of

the scintillation track along mm-long segments allows averaging of seed delta

electrons pro�les, but also to estimate a space-dependent optical emission spec-

tra. For subsequent light emission spectrum calculations, the mean values of

the heavy ion stopping power S, e�ective charge Zeff and kinetic energy Ep

are estimated over each segment and stored.

2.2. Delta electron emission

The main part of the heavy ion energy loss in the �lling gas contributes to

the emission of the delta electrons responsible for the subsequent excitation of
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the gas atoms [16�19]. It is noteworthy that a direct excitation by heavy ions

themselves is much less signi�cant and can be neglected [20].

In this section, we aim to estimate the energy distribution of these delta elec-

trons only since the angular distribution is of no interest in the case of ionization

chamber. Indeed, an impinging heavy ion travels along any direction and delta

electrons are then likewise emitted in any direction.

A satisfactory expression of this energy distribution is provided by the single dif-

ferential cross section (SDCS) initially derived by Hansen-Kocbach-Stolterfoht

(HKS) and then revised by Stolterfoht [21, 22]. This derivation is based on

various model assumptions including the semi-classical approximation that de-

scribes the kinematics quantities after a classical approach while the cross sec-

tion is derived using quantum physics. The free electron approximation is also

employed and allows for modeling the outgoing electron with a plane wave. At

last, an empirical revision prevents the cross section singularity that happens

when the electron energy tends to zero [21, 23].

Figure 2 shows various experimental and theoretical estimations of the SDCS

of delta-electron emission from 1 MeV protons impacting argon atoms. A good

agreement is met between experimental data and the two HKS models [21, 24]

for low electron energy. Likewise, an acceptable discrepancy of about 30% with

experimental data at high electron energy (greater than 100 eV) is observed,

though the measurement uncertainties are unknown. As a result, we made the

decision to implement in our SCENA code the HKS model revised by by Stolter-

foht [21].

For the sake of clarity, it is important to note that the kinetic energy Ep of a

heavy ion of mass mp is turned into a reduced quantity Tp:

Tp = Ep
me

mp
(4)

This way, the projectile is viewed as an electron of mass me with the same

velocity. As in Ref.[24], one also de�nes the the dimensionless reduced velocity
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vr normalized w.r.t. the Rydberg energy Ry:

vr =
√
Tp/Ry (5)

The ionization SDCS of a target-electron with a binding-energy Ib is not only

a function of its escaping kinetic energy ε, but also dependent of the heavy ion

e�ective charge Zeff and reduced velocity vr [24]:

dσion
dε

(ε; Ib, Zeff , Tp) =
8 a20 Z

2
eff

3 Ry v2r k
3
c α k̃

×[
arctan

(
2k̃

1 + K̃2
m − k̃2

)
+ f

(
K̃m + k̃

)
− f

(
K̃m − k̃

)] (6)

with the rational function

f(u) =
5u+ 3u3

2 (1 + u2)
2 (7)

and the average velocity α of the target bound electron, the two normalized

momenta K̃m and k̃, the minimum reduced momentum transfer Km and the

reduced momentum of the ejected electron k

α =
√
Ib/Ry, K̃m =

Km

α
, k̃ =

k

α
, Km =

α2 + k2

2vr
, k =

√
ε/Ry (8)

The semi-empirical form of the reduced momentum kc, which prevents from a

singularity in the low electron energy domain due to the peaking approximation

(kc = k) that neglects the momentum of the bound electron, is given by [21]

kc =

[
k2 + α2 3

2

(
ln

2v2r
α2

)−2/3]1/2
(9)

As aforementioned in the previous section, SCENA estimates the delta electron

production for every 1-mm heavy ion track segment. The so-obtained average

SDCS is then

dσion
dε

(
ε; Ib, Zeff , T p

)
(10)

Integrating over ε likewise yields the average Total Integrated Cross Section

(TICS) for the ionization of a single bound electron

σion(Ib, T p, Zeff ) =

∫ ∞
0

dσion
dε

dε (11)

8



The average energy of a delta electron can be also de�ned

Eδ =
1

σion

∫ ∞
0

ε
dσion
dε

dε (12)

For each 1-mm track segment (δx = 1(mm)), the number nδ of ejected delta

electrons

nδ = δx N
∑

i∈bound e−
σion(Ib,i, T p, Zeff ) (13)

where Ib,i is the binding energy of the electron number i of all the gas atom

shells, and N the atomic density of the gas itself.

Likewise, an alternative estimation s of the ionization energy loss summed over

all the bound electrons can be derived

s =
δEp
δx

∣∣∣∣
δx=1mm

= −N
∑

i∈bound e−

∫ ∞
0

(ε+ Ib,i)
dσion(Ib,i, T p, Zeff )

dε
dε (14)

s can be compared and normalized to tabulated experimental data so that one

can ensure a coherent slowing-down pro�le along the heavy ion track.

2.3. Electron cascade

Primary electrons have enough energy to trigger further electron-impact ion-

izations in a rare gas. In this section, the cascade model describing the birth,

interactions and death of these so-generated electrons is presented. A Monte

Carlo approach featuring two methods is adopted. The former is the counting

method adapted to plasmas with a low ionization degree such as optical un-

biased ionization chambers. This main method of SCENA, detailed hereafter

and depicted in Fig. 4, outputs the density ne of the delta electrons generated

along the heavy ion track as well as that of excited gas atoms responsible for

scintillation. The latter is the convolution method that can be used to simulate

only plasmas energized by an electric �eld, which feature a higher ionization

degree. In SCENA, this is an optional method for test purpose only, which

outputs reaction rates for comparisons with other codes.
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2.3.1. Cross-sections

Cross-section data σi(ε) for any collision type i can be downloaded from

the open-source database repository LX-cat, hosted by IST-Lisbon [28]. Their

energy range is from 1E-4 to 100 or 1000 eV, whereas it has to span up to a few

keV. Indeed, after the binary encounter theory, the maximum energy of delta

electrons is given by [21]

εBE = 4Tpcos
2θ, 0 ≤ θ ≤ 90° (15)

where θ is the electron emission angle. As an example, a direct collision between

a bound electron and a 5 MeV alpha particle can eject a delta electron with an

energy up to 2.7 keV. The extension of cross section data σi(ε) in the keV range

can be obtained using a �tting model based on the Lotz empirical formula [29]:

σi(ε) ∝
log(ε)

ε
for ε� Ib (16)

2.3.2. Collision frequencies

Since the occurrence of any collision type i is described by a Poisson process,

the random time between two collisions has an exponential distribution, the rate

parameter of which is the collision frequency κi

κi(ε) = Nσi(ε)ve (17)

The de�nition of the total collision κtotal frequency is required to implement

the Monte Carlo technique. It is the sum of k processes collision frequencies of

type i.

κtotal(ε) =

k∑
i=1

κi(ε) (18)

In order to enhance computing accuracy, a �ctitious collision for the free �ight

between any real collisions is introduced [30�32]. Its collision frequency is de-

�ned by

κ0(ε) = κmax − κtotal(ε) (19)
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with the maximum collision frequency κmax given by

κmax = max
ε
κtotal(ε) (20)

An electron undergoing a null-collision will keep moving under the e�ect of its

own inertia or an external force. It is noteworthy that the maximum collision

frequency κmax, which is energy-independent, can be regarded as the sum of all

collision types, including the null-collision one

κmax =

k∑
i=1

κi(ε) (21)

2.3.3. Sampling time

During a free �ight, the new electron position is derived from the random

sampling time δt, also called census time, which is given by

δt = − 1

κmax
ln(1− ζ) (22)

where ζ is a random number uniformly distributed between 0 and 1. The re-

ciprocal of the maximum collision frequency κmax is a �xed value about 100 fs

for all Monte Carlo cycles. An increase in computation time may be brought

by �xing κmax as many null-collisions may occur, but its update at each cycle

may have led to some unwanted errors.

2.3.4. Selection of collision type

For each Monte Carlo cycle, a collision type j (null, ionization, excitation or

elastic) is selected if the random number η uniformly distributed between 0 and

1 satis�es the following inequality

0 < η ≤ Pi(ε) with i = 0, Pi−1(ε) < η ≤ Pi(ε) with i 6= 0 (23)

where Pi(ε) is the cumulative collision probability

Pi(ε) =
1

κmax

i∑
j=0

κj(ε) (24)
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Each electron is fully described in SCENA by a matrix row containing its po-

sition in Cartesian and cylindrical coordinate systems and its velocity compo-

nents. In the case of an excitation event, an atomic level to be populated is

also randomly determined using the corresponding cross-section for the given

electron energy.

2.3.5. Electric �eld and swarm size

An electric �eld can be applied not only to mock processes taking place in

a standard voltage-biased ionization chamber, but also to make possible a com-

parison with other codes such as BOLSIG+ [33, 34], LoKi-B [35] or METHES

[36]. Unlike SCENA, these codes simulate only low temperature plasmas excited

by an external source like an uniform and constant electric �eld.

In the case of a strong electric �eld of several tens of Townsend, an electron

avalanche due to high ionization rates may dramatically increase the electron

swarm size resulting in a larger computation time and possible memory over�ow.

Without electric �eld, the ionization due to a heavy ion of about 1 MeV/nucleon

causes the multiplication of the electron swarm by a factor of 2 or 3 due to rare

occurrences of keV-ranged delta electrons. Such a case does not require a swarm

size control.

2.3.6. Termination and output

The Monte Carlo simulation is terminated in various cases: (a) when all

the free electron kinetic energies fall below the �rst excitation potential of the

target atom, (b) after a �xed time or (c) any other condition set by the user. The

mean distance between the original heavy ion track and electron �nal locations

is computed and referred as to the plasma tube radius r. The breeding ratio

between the total numbers of electrons at the end (tf ) and start (t=0 s) of the

simulation, respectively, is computed

BRe =
Ne(tf )

Ne(t = 0)
(25)
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Finally, the total electron density in a 1-mm long plasma tube ne is provided

ne =
Ne(0)BRe

π r2
(26)

Another important output is the density ni of the excited gas atoms in the

levels i, which are recorded in a �le to be used by the SCENA gas scintillation

subroutine or any other cold-plasma simulation code.

2.3.7. Optional convolution method

When an electron swarm is energized by an external electric �eld, a high

ionization degree causes the cold plasma to reach a steady state. This way, the

cascade electron energies can be binned into a normalized histogram, namely

the Electron Energy Probability Function (EEPF) pk, that grows quick enough

to get good statistics [37]. As a result, the collision rate Ki of a collision type

i [32] over the whole electron energy domain Dε can be computed using the

following convolution:

Ki = N
∑
k∈Dε

veσi(ε) pk (27)

When a steady state begins at the time ts, the swarm center-of-mass position

rf is recorded. The simulation is then stopped at the �nal time tf when the

electron swarm median energy does not �uctuate more than 10% for at least 5

cycles. The new swarm center-of-mass position rf is recorded and the bulk drift

velocity is estimated

vd =
rf − rs
tf − ts

(28)

The transverse di�usion coe�cient D is de�ned by [38]

D =
1

2

〈(rf,k − 〈rf,k〉)2〉
tf − ts

(29)

where the average 〈−〉 is carried out over all the electron positions rf,k at tf .

As already aforementioned, the convolution method with its speci�c outputs is

employed for validation purpose only, using either experimental reference values

or data obtained with other codes.
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2.4. Gas scintillation

In the case of a typical optical �ssion chamber �lled with Argon, the relax-

ation times of electrons and excited gas atoms are equal to about 0.1 and 10 ns,

respectively. As a result, the gas scintillation simulation can be uncoupled from

that of the heavy-ion and electron transport. Depending on the previously com-

puted electron density (see Sect. 2.3.6), either the corona, collisional-radiative

or customized cold-plasma model is used to compute an optical emission spec-

trum. Since the gas scintillation happens merely at the end of the electron

cascade, the free electron density is as low as about 10E12 cm−3. This way, the

relaxation mechanism can be solely modeled by the spontaneous photon emis-

sion depicted in Fig 5. At such a low ionization degree, the plasma chemistry

can be neglected as well. This is the reason why neither the excimer molecule

formation nor inter-species electron transfers are taken into account.

After all these assumptions, the relative time-integrated intensity of gas-atom

emission lines at the wavelength νji corresponding to the decay from the upper

level i down to the lower level j is given by

Iij ∝ Nj Aji hνij (30)

where nj is the density of the excited gas atoms in the levels j, provided by

the SCENA cascade subroutine (see Sect. 2.3.6). The NIST Atomic spec-

tra database [39] provides wavelengths νji and emission probabilities Aji, also

known Einstein coe�cients.

3. Code validation

SCENA is capable of producing physical data to be checked against exper-

imental values and other numerical methods. Stopping powers, SDCS, TICS,

cold-plasma reaction rates, EEDF can be retrieved among other parameters rel-

evant for optical ionization chamber studies and future model implementations.

More peculiarly, SCENA di�ers from other Boltzmann codes in the fact that,

as shown in Fig. 6, it can simulate the evolution of an electron swarm resulting
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from the gas ionization of a heavy ion in the absence of an electric �eld.

This section will bring some evidence of the SCENA validation using both ex-

perimental and computed data found in the literature.

3.1. Heavy ion transport

Figure 7 shows the comparison between the stopping power values provided

by SRIM and SCENA. The former are derived from experimental data, whereas

the latter from the SDCS (Sect. 2.2). The stopping power for a HFF and

that for an alpha particle are displayed. The HFF releases much more energy

before reaching the Bragg peak that is only apparent with the SRIM stopping

power values. It is important to remind that SCENA aims to estimate the

delta electron generation along the track of a heavy ion. This way, one is

interested in the energy domain where the ionization process is preponderant,

what corresponds to energies greater than about 10 MeV, at the left side of the

Bragg peak. The noticed discrepancy goes from 20% down to less than 1%.

For the alpha particle, the Bragg peak is much more apparent since the smaller

energy release within the gas will accordingly generates a smaller amount of

delta electrons. For energies greater than 2 MeV, the observed discrepancy is

about 5%. It is noteworthy that this overall good agreement in the stopping

power within the ionization energy domain implicitly validates the computation

of the SDCS performed by SCENA.

3.2. Delta electron emission

Figure 8 displays a comparison between the HKS model and experimental

data for various combinations of heavy ions and gas atoms. For each combina-

tion, the HKS-computed SDCS somehow resembles their experimental counter-

part. Even in the extreme case of the 72-MeV fully-stripped carbon ion in water

vapor, a good agreement of a factor 2 is obtained. Remarkably, this discrepancy

is less than the measurement uncertainties given in Ref. [40].

The case for �ssion-fragments is less successful. In Ref. [41], Dyachenko mea-

sured the SDCS obtained from the slowing-down of 252Cf-spontaneous-�ssion
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fragments in helium. The comparison with a simulation is made much more

intricate since this is not only one projectile that causes the gas ionization. In

spite of the use of an average-like �ssion fragment as proposed by Rykov [4],

the HKS-computed SDCS has exhibited no further improvement, especially at

energies below 30 eV and above 80 eV. Dyachenko came to the same result when

comparing these experimental data with a Gryzinski model for SDSC [41]: a

discrepancy up to an order of magnitude was observed.

Luckily, an extensive data collection checked against recent experiments in var-

ious �elds of application and over a large set of projectile-target combinations

seems to con�rm the HKS model as reliable [42, 43].

3.3. Electron cascade generation

The secondary electron cascade model implemented in SCENA is compared

to well-know codes developed for electric-�eld-driven cold-plasmas. This com-

parison shown in Fig. 9 is carried out using the following premises: (a) initial

electrons at rest, (b) electron swarm set to origin, (c) electric �eld constant along

the z-direction, (d) simulation stopped at steady state (Sect. 2.3.7). The ion-

ization, excitation and elastic scattering cross-sections were downloaded in July

2019 from the LXcat database project [45]. Some cross-sections from the IST-

Lisbon were selected for test cases in single atomic-gas con�guration [46]. This

recently-updated database includes computed and experimental values from sev-

eral authors, which were validated by solving the homogeneous two-term Boltz-

mann equation. About 40 levels were evaluated for both argon and neon. The

SCENA electron average energy over the tested domain exhibits low discrepan-

cies of about 2% from values obtained with the BOLSIG+ and METHES codes.

The drift velocity discrepancy goes from 2% to 5%. The ionization rate exhibits

higher discrepancies from 5% to 50%, especially in the low energy range. The

EEDF (Electron Energy Distrubution Function) case is not of high importance,

even though the discrepancy goes up to 10% at most. For the sake of under-

standing, the EEDF is derived from the EEPF given in Sect. 2.3.7. In addition,

one can note that the two Monte Carlo codes SCENA and METHES need more
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time to get a steady state in the case of a low reduced electric �eld E/N less

than 1 Td.

In order to complement the SCENA validation, its accuracy was assessed by

means of the theoretical gas model proposed by Reid [47] and described by

two cross sections. The �rst one is a constant elastic cross-section, whereas the

second one is a linear energy-dependent excitation cross-section. The mean elec-

tron energies and drift velocities in various reduced electrical �elds are reported

in Table 1. Reid computed the mean electron energy ε, bulk drift velocity vd

and transverse di�usion coe�cient D using two alternative methods, namely a

Monte Carlo method and a two-term-approximation method. The discrepancies

between the SCENA and Reid's Monte Carlo estimated values are less than 5%

at most. A comparison with Reid's two-term-approximation estimated values

yields similar discrepancies but for the transverse di�usion coe�cient with a

discrepancy up to about 20% at high reduced electric �eld E/N . As suggested

by Reid and shown in Fig. 9, this comes from the fact that a Monte-Carlo ap-

proach leads to a higher electron energy distribution in the low energy domain,

especially at high reduced electric �elds.

3.4. Photon emission spectrum

Filling gas excited levels population can be recorded over mm-long segments,

as the delta electron spectrum varies greatly along the heavy-ion track. Fig. 10

presents the exited level population of 1 atm neutron Argon at the beginning

and end of a 5.5 MeV alpha particle track. Levels at Bragg peak get populated

with a higher yield with respect to initial segment, despite a softer electron

energy spectrum. No strong modi�cations of the bu�er gas excited level popu-

lation repartition mechanism are observed on most levels, translating a priori

conservation of visible and near-infrared emission line ratios along the heavy-ion

track.

If a corona plasma model is selected, optical emission spectra of rare gases consist

of discrete lines with various intensities, as shown on Fig. 11: The corona model,

despite its simplicity and neglection of plasma chemistry, outputs a plausible

17



optical emission spectrum, as our research group [3] [2] observed corresponding

predominant emission lines in neutral Argon, without continuum component.

No direct comparisons between experimental and SCENA-computed spectra

can be performed due to the lack of Abel transform on such weak light source.

The use of a well collimated alpha particle source or spectral acquisitions over

extended times will contribute to further validation of SCENA corona cold-

plasma model.

4. Conclusion

The present paper has detailed models and functions of the SCENA code

developed for heavy ion induced gas-scintillation studies. Physical models re-

quired for ionization singly-di�erential cross-section computation have been se-

lected. The validation of the main SCENA subroutines has been performed

through comparisons against experimental data and standard test-cases. Elec-

tron Energy Distribution Functions, drift velocities and reaction rates are in

good agreement with other computer codes. The electron cascade generated

by the slowing-down of heavy ions has been implemented to allow for the es-

timation of gas excited level densities with respect to both the time and space

evolution of a �ssion fragment. In near future, Optical Emission Spectrum of

gas-based scintillation neutron detectors will be checked against results from

SCENA, enabling the selection of cold-plasma models required for radiative

spectrum estimation.
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Figure 2: Experimental and theoretical estimations of the single di�erential cross section
(SDCS) of delta-electron emission from 1 MeV protons impacting argon atoms: HKS-Bernal
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Figure 3: Ionization data computed with SCENA along a heavy ion track: (a) number of
δ-electrons nδ , (b) average δ-electron energy Eδ, (c) heavy ion energy loss s and (d) heavy ion
e�ective charge Zeff . Results are presented for a theoretical heavy �ssion fragment of mass
number 130, charge 54, emitted at 68 MeV with an e�ective charge of 13.6 into a 1-atm and
300-K argon gas.
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Figure 4: Flowchart of the counting method implemented in SCENA for the electron cascade
Monte Carlo simulation
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Figure 5: Mechanisms considered in our simpli�ed cold-plasma model to estimate relative
emission line ratios of an optical ionization chamber.
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Figure 6: 3-dimension views of the electron swarm energy distribution (colour circles) pro-
duced at 100 ps after the emission of a �ssion fragment (thick red line) without (left) and
with (right) an external electric �eld. X-axis in labelled in mm, y and z-axis in µm
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