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Abstract

Online monitoring or in-situ isotopic analysis techniques in extreme environments are strategic tools in nuclear industry. A new optical method for performing isotopic analysis in solid samples at ambient pressure has been developed: Laser-Induced Breakdown self-Reversal Isotopic Spectrometry (LIBRIS). This method uses self-absorption of atomic or ionic resonance lines that are emitted from a non-uniform laser-induced plasma. It takes advantage of the fact that the spectral width of the absorption dip is much smaller than the spectral width of the emission line profile. Isotopic measurements were carried out on lithium samples by measuring the spectral position of the absorption dip that is shown to have a linear dependence on the ⁶Li isotopic abundance. Stand-off and real-time analysis can be performed without any sample preparation or pre-treatment. The effect of the laser wavelength, of the ambient gas and of the gate delay is investigated. Optimum conditions lead to a relative uncertainty of about 6 % on the isotopic abundance measurement of ⁶Li. The influence of the spectral shifts due to Stark and Doppler effects on the performance of LIBRIS are discussed.
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1. Introduction

Isotopic analysis is essential in different domains and in particular in the nuclear energy field [1, 2] and for non-proliferation of nuclear materials [3, 4]. Reference techniques include Thermo-Ionization Mass Spectrometry (TIMS) and Multi-Collection Inductively Coupled Plasma Mass Spectrometry (MC-ICP/MS) [3, 5], enabling measurements with high trueness, precision and sensitivity [3, 5, 6]. Glow Discharge Mass Spectrometry (GD-MS) and Laser Ablation coupled with Inductively Coupled Plasma-Mass Spectrometry (LA-ICP-MS) are also used for elemental or isotopic analyses directly on solid samples with high performance [5].

The coupling of optical measurements with laser ablation techniques, like in Laser-Induced Breakdown Spectroscopy (LIBS), has ideal characteristics for stand-off in-situ or online monitoring [7] at atmospheric pressure [8, 9, 10] for elemental analyses.

Due to its capabilities, LIBS is used in numerous fields like geology for in-situ chemical determination of minerals and rocks [11, 12]. In the nuclear energy field, it was developed for onsite control of nuclear components [13], for nuclear forensics purposes [8] [14], or for fusion applications [15].
Benefits of this laser-based technique include the rapid and direct elemental characterization of solid samples without the requirement of chemical dissolution procedures [7]. However, plasmas induced by laser ablation at atmospheric pressure are characterized by large values of electron number density causing significant Stark broadening of spectral lines. Thus, according to the small isotopic shift, the isotopic lines can hardly be distinguished. In this case, even if the spectral resolution is not enough to separate the lines, a spectral shift of the line maximum can sometimes be observed when the isotopic ratio changes [9].

Consequently, the analysis is sometimes realized in vacuum or under reduced pressure [16, 17]. In such conditions, the electron number density is reduced and the spectral broadening low enough to observe the individual isotopic lines. Nevertheless, these experimental conditions are incompatible with in-situ measurements.

Other techniques can be used for isotopic analysis based on laser ablation such as Laser Ablation-Absorption Spectroscopy (LAAS) [18] and Laser-Induced Breakdown Spectroscopy coupled with Laser-Excited Atomic Fluorescence (LIBS/LEAF) [19]. Nevertheless, these techniques perform better under vacuum. Moreover, both techniques need a tunable laser and the configuration of lasers adds additional complexity in the experimental setup. Finally, the use of a laser for measuring the absorption or induced fluorescence ensures good sensitivity, but the analysis is specific to a single chemical element.

A powerful alternative is the so-called Laser Ablation Molecular Isotopic Spectrometry (LAMIS), which measures the spectra from molecular species present when the plasma cools down. The molecular emission is typically characterized by larger isotopic shifts, compared to atomic or ionic emission. This technique was employed to measure boron isotopes in pressed-powder disks of boron nitride and boron oxide for example [20, 21]. The boron isotopic shift makes it possible to analyze boron with good precision [22]. However, the isotopic shift of the molecular form is not always significantly larger than the isotopic shift of the atomic or ionic form. For example, the isotopic shift of molecular emissions of uranium oxide is only slightly larger (35 pm around 593 nm) than the isotopic shift of the ionic form of uranium (24.8 pm at 424.43 nm) [10]. In addition, molecular emission is not always observable in the laser-induced plasma. For example, in the case of lithium, the molecular emission does not occur because of the low dissociation energies of the lithium-containing molecular species.

This paper presents a method called Laser Induced Breakdown self-Reversal Isotopic Spectrometry (LIBRIS) that exploits the fact that the spectral width of the absorption dip of self-reversed resonance lines is much smaller than the width of the emission line profile [23]. Like for emission peaks [9], the absorption dip wavelength shifts when the isotopic ratio varies, which was observed in [24] the case of the lithium 670.776 nm line. Therefore, isotopic analysis is possible from the precise determination of this wavelength. Based on the linear dependence of the spectral position of the absorption dip versus the $^6\text{Li}$ isotopic abundance, the feasibility is demonstrated and the analytical performances of LIBRIS are evaluated. The effect of the laser wavelength, of the ambient gas and of the gate delay is investigated. The influence of the spectral shifts due to Stark and Doppler effects on the LIBRIS performance are discussed.

2. Materials and methods
2.1. Experimental setup
Experiments were carried out with two different LIBS systems: one with a frequency-quadrupled Nd:YAG laser (Quantel, model Ultra) at a wavelength of 266 nm and the other with a fundamental-frequency Nd:YAG laser (Quantel, model Brio) at a wavelength of 1064 nm.
Both laser sources delivered pulses of 4 ns duration with an energy set to 5.3 ± 0.3 mJ. The laser beams were focused onto the sample surface using a plano-convex lens of 200 mm focal length. With a spot diameter of 60 µm of the Gaussian beam, a laser fluence of about 190 ± 11 J/cm² at 266 nm and 1064 nm was obtained on the sample surface.

Spectroscopic measurements were performed with a spectrometer of 1 m focal length (Jobin Yvon, model THR1000) equipped with a diffraction grating of 2400 lines/mm and coupled to an intensified charge-coupled device (ICCD) matrix detector (Andor, model iStar) for time-resolved measurements. The instrumental spectral width at the wavelength of 670.776 nm was measured to 12.5 ± 0.5 pm (full width at half-maximum) using a Hollow Cathode Lamp. The plasma emission was captured collinearly with the laser using an achromatic telescope with a magnification factor of 1/4 and an optical fiber of 910 µm core diameter that was coupled to the spectrometer.

### 2.2. Samples

The samples were prepared by mixing two different powders of lithium carbonate (Sigma Aldrich; CAS number: 554-13-2). The first had natural isotopic abundance (7.5 ± 0.2 at. % of $^6$Li) and the other was highly enriched in $^6$Li (95.49 ± 0.05 at. %). The lithium isotopic abundance of the powder mixtures used for the various samples was measured by ICP-MS/MC (ThermoFisher Scientific, model Neptune). A pelletizer (ICL Die sets with 13 mm diameter) was used to realize pellets of lithium carbonate with the required isotopic ratio. The powder mixture was pressed with a pressure force of 10 kN during 10 minutes.

These pellets were placed on a motorized sample holder in a chamber. During the experiments, the chamber was filled with air or argon at atmospheric pressure.

### 2.3. Measurement and treatment methods

Ten laser shots were performed for each crater which led to one spectrum. On each sample, 100 craters were realized for a total of 100 spectra, averaged 25 by 25, which allowed to obtain 4 repetitions per sample.

The precise wavelength of the self-reversed line was ascertained by fitting the observed line shape. The shape of the lithium spectral line is a convolution between Gaussian and Lorentz profiles (Voigt function). Various broadening phenomena exist: instrumental, Doppler effects for the Gaussian contributions [25] and natural, resonant, pressure broadenings and Stark effect for the Lorentzian contributions. In our case, the line could be approximated by a Lorentz profile because of an important Stark broadening [26, 27, 28] compared to the Gaussian contributions. Then, the fitting curve was composed of a background term (continuous value) and two Lorentzian functions (one positive and a second negative: emission and absorption dip respectively). The estimated accuracy on the spectral position of the absorption dip was estimated to about 0.4 pm (95 % of confidence and 30 repetitions). According to the estimated accuracy, the minimum detectable shift is therefore estimated at 0.6 pm (3σ, 99.7 % of confidence).

### 3. Results and discussion

#### 3.1. LIBRIS principle

In the case of a non-uniform plasma (especially in ambient air [29]), the plasma can be schematized in two distinct zones: the hot plasma core with high electron density and the cold border with lower electron density (See Fig. 1 (A) and (B)).
During a LIBS measurement, two phenomena appear from these separate spatial zones [30]. The hot plasma core volume generates an intense and strongly Stark-broadened line emission. The core emission is partially absorbed by the cold plasma border. The absorption is particularly strong for resonance lines due to the large electron number density of the ground state atoms in the cold border. The absorption profile has a lower spectral width due to reduced Stark broadening in the plasma border of lower electron density.

As the result of these two phenomena, the observed line profile, exhibits an absorption-dip if the self-absorption in the plasma border is strong enough (See Fig. 1 (B)), and from the line fitting the absorption dip wavelength can be more accurately determined than the emission one.

The LIBRIS method exploits this self-absorption phenomenon by measuring the spectral position of the absorption dip that increase from the wavelength of the $^7\text{Li}$ transition toward the $^6\text{Li}$ transition when the $^6\text{Li}$ abundance varies from 0 to 100%. This is illustrated in Fig. 2 (A) where the absorption dip is shown for three samples having different isotopic abundances. The spectral position of the absorption dip $\lambda_{\text{abs}}$ is displayed as a function of the $^6\text{Li}$ abundance in Fig. 2 (B). A significant shift can be observed when the $^6\text{Li}$ abundance increases from natural abundance (7.5 at. %) to 95.53 at. %, and a linear dependence is observed between the wavelength shift and the $^6\text{Li}$ isotopic abundance.
Figure 2: LIBRIS principle. (A) LIBRIS spectra with three isotopic abundances of lithium $^6$Li. (B) Lithium calibration curve in the LIBRIS method.

The LIBRIS method is thus based on this linear correlation with the self-reversed peak for the isotopic characterization as shown in Fig. 2. The central wavelength of the absorption dip is given by

$$\lambda_{\text{abs}} = a \times A(^6\text{Li}) \text{ (at. %)} + b$$

\textit{Equation 1}

where $A(^6\text{Li})$ (at. %) is the isotopic abundance of lithium $^6$Li in atomic percentage.

The slope $a$ is the isotopic shift per unit abundance of the $^6\text{Li}$ isotope (in pm/%), for which the theoretical value is $a_{\text{th}} = \frac{\text{IS (pm)}}{100}$ where IS is the isotopic shift between $^6\text{Li}$ and $^7\text{Li}$. The intercept $b$ is the wavelength of the $^7\text{Li}$ line that would be observed for a $^6\text{Li}$-free sample (in nm).

From this principle, it is clear that the method enables the isotopic analysis of elements where only two isotopes are present in the sample, such as lithium, or if other isotopes are present in negligible proportions.

The most appropriate lithium transition is the resonance line Li I 2$s^2$S – 2$p^2$P° at 670.7 nm that has the largest isotopic shift of 15.8 ± 0.3 pm [31, 32]. This line is a resonant doublet at 670.7760/670.7911 nm for $^7\text{Li}$ (difference of 15.1 pm), 670.7918/670.8068 nm for $^6\text{Li}$ (difference of 15.0 pm) [33]. For both isotopes the blue line of the doublet is twice as intense as the red one [34].

### 3.2. Optimization of experimental parameters

Many parameters affect the LIBS signal [35]. In this study, the selected preponderant parameters are (i) the laser wavelength, (ii) the background gas atmosphere and, (iii) the delay and the width of the detector gate. Then, to find the experimental conditions for optimized LIBRIS measurements, we proceeded in two steps. The first step consisted in minimizing the FWHM of the self-reversed peak in order to measure its central wavelength as accurately as possible. The second step aimed at characterizing the expanded relative uncertainty (at 95 % of confidence and for 4 repetitive measurements) of quantification of the sample with $^6\text{Li}$ isotopic abundance of 50 at. %, noted $U_{50}$. 

![Graph showing LIBRIS spectra with three isotopic abundances of lithium $^6$Li and Lithium calibration curve in the LIBRIS method.](image-url)
Each experimental condition leads to a different spectral profile of the atomic lithium line (see Fig. 3 (A)). The emission and absorption FWHM give qualitative information about the electron number density in the emission and absorption layers of the plasma.

The temporal evolution of the FWHM of the absorption dip is shown in Fig. 3 (B) as a function of the delay for different experimental conditions. In the case of ablation with the IR laser in argon atmosphere the lithium line is no longer self-reversed, as shown in Fig. 3 (A). Thus, the corresponding curve is not presented in Fig. 3 (B) and this experimental condition will not be considered further.

3.2.1 Influence of the laser ablation wavelength

At a delay of 1 µs (see Fig. 3 (A)), the emission lines observed for UV laser ablation in ambient air and in argon had significant FWHM (2100 ± 400 pm and 430 ± 50 pm, respectively). In the case of IR laser ablation in ambient air and in argon the spectral widths of the emission line
were lower (respectively 240 ± 25 pm and ≈ 180 pm). These observations were coherent with the literature: the higher spectral width of the emission line with the UV laser ablation is explained by a lower absorption of the laser pulse by the plasma, resulting in a better ablation efficiency and a higher electron number density [30, 36].

The absorption dip observed for UV laser ablation in ambient air has a large FWHM (375 ± 25 pm) compared to that observed for UV laser ablation in argon atmosphere (63 ± 10 pm) and for IR laser ablation in ambient air (60 ± 9 pm) (see Table 1). This means that the electron number density is larger in the plasma periphery in the first case than in the other cases.

3.2.2. Influence of the ambient gas

The nature of the ambient gas has a huge influence on the characteristics and uniformity of the plasma. The argon atmosphere and ambient air are interesting because both have a strongly different effect on the laser-produced plasma [30], see Fig. 1. In argon atmosphere, the plasma is spatially more uniform in density and temperature (see Fig. 3 (A)). This can be attributed to the formation of an isolating layer at the vapor-gas contact front [37]. Argon atoms have a large energy gap between the ground state and the first excited state (11.55 eV), wherefore the rates of collisional excitation and deexcitation are very small and the plasma electrons interact with argon atoms mostly through elastic collisions thereby conserving their energy.

On the other hand, ambient air is composed of molecules and for this reason inelastic collisions prevail due to the numerous rovibrational molecular levels. The ablation plume is cooled down at the border and a non-uniform plasma is obtained. Moreover, compared to ambient air, the plasma in argon has a cold border of smaller thickness because, in the latter, the plasma is more uniform and therefore the cold zone is a thin layer of ionized gas heated by the shock wave, causing the path length in the absorbent zone to be shorter. From the fit of the line profile, the amplitude ratio between the emission and self-reversed peaks $I_{self-reversed}/I_{emission}$ enables to define a transmission coefficient $T(\%) = (1 - I_{self-reversed}/I_{emission}) \times 100$. This coefficient is lower in the case of UV laser ablation in argon atmosphere as opposed to UV laser in ambient air (34 % and 95 %, respectively, at a gate delay of 1 µs).

For IR laser ablation, this phenomenon and the lower density in the plasma lead to the same observations but there are more pronounced in this case. Indeed, with the IR laser ablation in ambient air, there is a self-reversed line with a transmission coefficient of 46 %. In argon atmosphere no self-reversed line is observable whatever the gate delay (Fig. 3 (A)).

3.2.3. Influence of the temporal window

The most appropriate delay seemed to be at the lowest values (500 ns or 1 µs) in the case of UV ablation in argon atmosphere and of IR ablation in ambient air (see Fig. 3 (B)), because the peak widths were almost 10 times smaller than the longest delay.

In the case of UV ablation in ambient air, a slight variation of the FWHM was observed. The lowest values were found for the shortest (FWHM=354 ± 35 pm at 500 ns) or longest delay (FWHM=389 ± 88 pm at 10 µs). However, at short delay the signal was obviously much higher than at long delay due to a higher plasma temperature.

3.3. Evaluation of analytical performances

The different analyses of lithium were carried out at short delay (1 µs) and with a gate width of half-delay (500 ns) in the three different experimental conditions described. As the gate width
is an important parameter, we selected a gate width of half-delay because it is a good compromise between enough signal and weak variations of physical characteristics of the plasma during the measurement. Using a higher gate width leads to a distorted spectral profile. Then in the worst case, the Stark and Doppler shifts variations during the measurement induces a flattened absorption dip and decrease the wavelength determination accuracy. A higher gate width than the half delay also leads to a convolution of the spectral width because of significant variations of physical characteristics of the plasma, like the electron number density, during the measurement.

Three calibration curves were obtained: with an ultraviolet laser (266 nm) in ambient air and in argon atmosphere, and with an infrared laser (1064 nm) in ambient air. Table 1 gathers different figures of merit of calibration curves obtained.

![Calibration Curves](image)

Figure 4: LIBRIS calibration curves and confidence hyperboles (95% of confidence and 4 repetitions). (A) UV laser ablation in ambient air. (B) UV laser ablation in argon atmosphere. (C) IR laser ablation in ambient air. Wavelength of the maximum of the self-reversed peak as a function of the isotopic abundance $A(Li)$ (at. %).

In the case of LIBRIS analysis with IR laser ablation in ambient air (see Fig. 4 (C)), the FWHM of the self-reversed peak was low ($60 \pm 9$ pm) and the correlation coefficient close to 1 ($R^2=$...
0.999). The relative uncertainty at 50 at. % of $^6$Li ($U_{50}$) reached 6.2 %. In the two other conditions, this uncertainty was higher.

In Table 1 we see that all experimental slopes corresponded to the expected value ($a (pm / %)_{\text{TH}} = (15.8 \pm 0.3) \times 10^{-2} \text{ pm} / \%$), whereas the experimental intercepts were significantly different from the expected value $b (\text{nm})_{\text{TH}} = 670.7810 \text{ nm}$, corresponding to the center wavelength of the unresolved $^7$Li doublet lines.

In the case of UV laser in ambient air, there occurred a blue shift of -3 pm. For UV laser in argon atmosphere and IR laser in ambient air, we observed red shifts of +1.4 pm and +1.1 pm, respectively.

The spectral shift can be explained by the Stark and the Doppler effects. The Li I 670.7 nm transition is Stark-shifted towards the blue by about -4 pm for $N_e = 1 \times 10^{17} \text{ cm}^{-3}$ [38]. The electron density in the cold plasma border being typically lower than $1 \times 10^{17} \text{ cm}^{-3}$ (see simulation of absorption dip reported in Ref. 30) the observed maximum blue shift of -3 pm can be attributed to the Stark effect. To explain the red shift observed in two cases, we assumed that during the temporal gate of measurement, the lithium atoms had an average speed in the plasma center slower than in the plasma periphery, see Fig. 1 (B) [39]. Consequently, the plasma periphery moved away from the plasma core. This relative movement induced a red shift of the absorption dip by the Doppler Effect. For a typical plume expansion velocity of the order of $10^3 \text{ m.s}^{-1}$, a red shift of about 2.1 pm for the absorption dip was expected.

In the case of the IR laser in ambient air, the experimental intercept was the closest to the expected value. This was due to the Stark (blue shift) and the Doppler (red shift) effects compensating one another.

![Table 1: Analytical figures of merit under different experimental conditions: The correlation coefficient (R²), the relative uncertainty of quantification with 95 % of confidence and 4 repetitions at 50 at. % of $^6$Li ($U_{50}$), the full width at half-maximum of the absorption dip (FWHM), the slope and intercept of the calibration curves $a (\text{pm} / \%)*10^{-2}$ and $b (\text{nm})$ respectively.](image)

Table 1 shows that the worst analytical performance ($U_{50}$) is obtained when the absorption dip width is the highest, i.e. with the UV laser in ambient air. This is consistent with our initial approach consisting in minimizing the absorption width to optimize the analysis. However, in the two other cases the FWHM of the absorption dip are the same but $U_{50}$ is significantly different. This means that the effect of the Stark broadening, mainly responsible for the peak width, on the analysis, is not straightforward. Obviously, other factors have an influence, such as the plasma repeatability for instance.

On the contrary, the influence of the Stark or Doppler shift is very clear, since it induces a systematic error on the measured wavelength. As the total isotopic shift between $^6$Li and $^7$Li is 15.8 pm, a 1 pm shift leads to an error of 6.3 % on the isotopic abundance. This shift depends
on the matrix and on measuring conditions. A major consequence for the LIBRIS technique is that standard samples are therefore needed for calibration.

It should be noted that in the case of IR laser ablation in argon atmosphere, for which the line is not self-reversed, the use of the emission peak wavelength allows the isotopic quantification of $^6\text{Li}$ [9]. Using a curve fitting with one positive Lorentz function and a background term, we obtained a relative uncertainty of quantification ($U_{50}$) of 12%. It is an equivalent analytical performance to that of UV laser ablation under argon using absorption dip. This is possible thanks to a relatively low FWHM of the emission peak (around 180 pm). However, we also observed a significant blue shift of about -3.6 pm in this experimental case. This important shift is due to the Stark and the Doppler effects. As mentioned previously, the Stark effect induces a blue shift of the line. But contrary to the absorption dip, the emission peak undergoes a Doppler shift towards the blue because the emitting lithium atoms move towards the observer.

4. Conclusion
Laser-Induced Breakdown self-Reversal Isotopic Spectrometry (LIBRIS) is introduced for isotopic analysis of solid samples at ambient pressure. This method uses the linear correlation between the absorption dip wavelength of a self-reversed line and isotopic abundance. In this paper it was successfully applied to isotopic analysis of lithium.

A parametric study was carried out with the aim to improve the analytical performances. The influence of the laser wavelength, of the ambient gas and of the detection temporal parameters was investigated. The optimization was realized in two steps. The first step concerned the selection of the temporal window where the FWHM of the absorption dip was the lowest. In the second step, the analytical performance under the different experimental conditions were evaluated. Optimum conditions lead to a relative uncertainty of about 6% on the isotopic abundance of $^6\text{Li}$.

Spectral shifts induced by Stark and Doppler Effects were observed on the experimental intercepts of the calibration curves. It is important to note that these spectral shifts depend on plasma parameters, and change with experimental conditions and with the sample matrix. Therefore, calibration using matrix-matched samples is required for the isotopic abundance determination.

The presented approach can be extended to any other self-reversed line or emission peak with a low spectral width of a chemical element with a sufficiently large isotopic shift. In a future work, possibilities and limitations of the LIBRIS technique will be investigated for other elements of interest in the nuclear industry.

Moreover, the use of the emission peak wavelength for the isotopic quantification of $^6\text{Li}$ has the advantage of allowing the analysis with a lower lithium concentration [9] and thus expands the scope of potential applications of this technique.
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