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ABSTRACT
The Reactivity Control System is a vital safety system for a nuclear reactor. One of the most challenging

aspects in the design of these systems is the operation during critical situations, in particular during earthquakes to
safely shutdown the reactor. To study these situations, the toolbox PIRAT is used to model two types of excitation:
stepped-sine and realistic. The main focus of this work is the comparison of the implementation of the contact
models used to describe the interaction between the subsystems. For the dynamic tool in PIRAT (DEBSE), this is
done with a two-stage linear spring or a Lankarani & Nikravesh based models. For the sine excitation, the results
show four distinct response types with the maximum displacement varying between the models. Low frequency
excitation showed little variance while higher frequency excitation showed large variations. The realistic excitation
however, did not show these variations and showed nearly identical results for the contact models tested. This gives
confidence in the simulations since the user selected contact model did not greatly affect the simulation results for
a realistic excitation.

Nomenclature
RCS Reactivity Control System
FR Fast Reactor
MP Mobile Part
LS Lower Sleeve
US Upper Sleeve
CR Control Rod
DM Drive Mechanism
BCS Below Core Structure
ACS Above Core Structure
MSC Model System Configuration
PIRAT Python Implementation for Reliability Assessment Tools
StaBI Static Bresse Implementation
DEBSE Dynamic Euler-Bernoulli for Seismic Events
SIKI Step-by-step Kinetic Implementation
LG Lower Guide
IG Intermediate Guide
UG Upper Guide
FRF Frequency Response Function
BC Boundary Conditions
L&N Lankarani and Nikravesh
DAF Dynamic Amplification Factor
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1 Introduction
For the operation of a nuclear reactor, the Reactivity Control System (RCS) is vital. The RCS has two main functions, to

control the output of the reactor and to ensure safe shutdown operations during normal and abnormal situations. One of the
most challenging abnormal situations to design around is excitation caused by seismic activity. This excitation may exhibit
large displacements at low frequencies lasting for long periods of time.

This work specifically addresses the RCS dynamic behavior for Fast Reactors (FRs), although some of its content also
applies to other types of reactors. This topic has long been of interest for FR development, through both experimental and
numerical studies [1–10]. For FRs, a RCS is typically comprised of three main components:

∗ A Mobile Part (MP), associated with the Control Rod (CR) that contains neutron absorbing material and its Drive
Mechanism (DM). The MP retracts during full operation and inserts into the fissile core during shutdown operations, as
seen in Fig. 1.

∗ Two sleeves, which guide the MP during its vertical displacements:

∗ The Lower Sleeve (LS) guides the CR, and lies on top of the Below Core Structure (BCS) within a tightly packed
lattice of the fuel sub-assemblies.

∗ The Upper Sleeve (US), which guides the DM, suspends from the Above Core Structure (ACS) and has relatively
free lateral motion.

Fig. 1: Example motion of a RCS during operation

Ideally, the LS and US are well-aligned in order to guide the MP in its vertical motion. However, in practice, misalign-
ments due to the deformation of the reactor structures exist, causing an increase in interactions with the MP. These extra
interactions create friction and shear forces that act on the MP, possibly delaying the achievement of a safe shutdown. The
misalignments come from many sources, of which some are dynamic and some static. These sources include, installation
tolerance, dynamic excitation, irradiation bending, and tilt relative to vertical position to name a few. Modeling these defor-
mations, including the dynamic seismic excitation, is difficult due to the complex characteristics. For the sake of simplicity,
the analysis is restricted to the horizontal component of the deformations, with the assumptions that:

∗ The ground excitation is transmitted to both the ACS and BCS through the reactor vessel structures.
∗ The horizontal excitation of the BCS produces collective bending motions of the core fuel sub-assemblies that impose

displacements to the rigid LS, which imposes displacements to the MP, primarily through the MP/LS contact at the top
of the LS.

∗ The horizontal excitation of the ACS (typically an order of magnitude lesser than that of the BCS) produces bending
motions of the semi-rigid US, but the response of the MP/US interaction is primarily controlled by the motion of the
MP caused by the LS-imposed horizontal displacements. For this study, the ACS excitation is neglected.

In order to address this issue during the design phase of a RCS, the Python Implementation for Reliability Assessment Tools
(PIRAT), a novel computational tool package, is currently in development with three main tools:



∗ StaBI (Static Bresse Implementation): A static tool based on the analytic respresentation of the Bresse formulations
[11, 12].

∗ DEBSE (Dynamic Euler-Bernoulli for Seismic Events): A dynamic tool based on the analytic solution of the dynamic
Euler-Bernoulli equation [13–15]. This tool is the main focus of this work.

∗ SIKI (Step-by-step Kinetic Implementation): A kinetic tool based on iterations for either StaBI or DEBSE. This tool is
currently in development to assess the MP drop time and the resulting delay in achieving a safe shutdown.

This work is organized as follows: Section 1.1 describes the example system used in this work. This system is not related
to any current development reactor to better explain the details of the system. Section 2 gives the theory of the modeling
used in DEBSE with a focus in Section 2.1 for the various contact models implemented. The theory used for StaBI is not
presented in this work, but is documented fully in [12] . Simulation results for a stepped-sine excitation are in Section 3,
while a more realistic excitation is explored in Section 4. Section 5 gives some concluding remarks about the findings in this
work.

1.1 Model System
The model system used in this work is the Model System Configuration (MSC). This system is also used in [14, 15] to

evaluate the development of DEBSE. The MSC system is similar to RCSs in various FRs, such as: ASTRID RBC [3], the
Superphenix SCP [1], the Phenix BdC [16], or the PFBR CSR and CSRDM [5], but does not contain the proprietary data
associated with those designs. The properties of the MSC system are:

∗ The undeformed geometry (outer envelope of MP and inner envelope of the sleeves) are in Fig. 2a with the material
properties (linear mass density and area moment of interia) in Fig. 2b.

∗ There are three nominal guide regions visualized in Fig. 2a. These are: the Lower Guide (LG) that is the bottom end of
the MP and produces a sliding contact during operation, the Intermediate Guide (IG) that is the main excitation location,
and the Upper Guide (UG) that is the main location of interaction between the MP/US and is the major response point.

∗ The modal information via the Frequency Response Function (FRF) for the MP is in Fig. 3 with the first three associated
mode shapes (showing the IG and UG levels for the intermediate stroke value used in this work).

(a) Undeformed geometry (b) Mass density and moment of inertia

Fig. 2: Geometry and material properties of the MSC system

2 DEBSE Theory
To better explain this solver, Fig. 4 shows a simplified MP with two contact locations, xk for a contact with the LS and

xm for a contact with the US. While Fig. 4 shows only one contact per sleeve, this analysis is valid for any number of contacts
for either sleeve.



Fig. 3: FRF and first three mode shapes of the MP

Fig. 4: Simplified MP modeling schematic

DEBSE models the MP as a Euler-Bernoulli beam with sudden geometric changes [13] with Nk number of LS contacts
and Nm number of US contacts. The equation of motion for the transverse displacement w(x, t) is:

EI(x)
∂4w(x, t)

∂x4 + cI(x)
∂5w(x, t)

∂x4∂t
+ρA(x)

∂2w(x, t)
∂t2 =

Nk

∑Fk(t)δ(x− xk)+
Nm

∑Fm(t)δ(x− xm), (1)

with c being the Kelvin-Voigt damping coefficient that relates damping to the change in mechanical strain [17], ρA(x) is
the linear mass density, EI(x) is the structural rigidity, and δ(x−a) is the Dirac-Delta function. In this implementation, the
Kelvin-Voigt coefficient is not measured in the physical space, but is assumed to be proportional to the Young’s modulus and
frequency [13], and is defined via the user selected modal damping coefficients.

For the systems of interest, the boundary conditions (BC) are not simple. Due to the motion of the sleeves, the ends of
the MP are subject to enforced displacement and forces. To account for this, a change of variable is introduced [18] and a
modal decomposition is applied as:

w(x, t) = φ0(t)D0(x)+φL(t)DL(x)+∑
N

ψn(x)qn(t), (2)



where φ0(t) and φL(t) are the known displacements at the ends of the MP, ψn(x) and qn(t) are the mode shape and modal
time history for mode n, and D0(x) and DL(x) are space dependent functions based on the simple BCs (as defined in Table 1).
Noting that selecting the origin of the coordinate system can remove either φ0(t) or φL(t) from the analysis. The number of
modes kept, N, is based on the natural frequencies ωn. For this work, the natural frequencies and mode shapes depend on
simplified BC, such as pin-pin, and some continuity conditions.

Table 1: Derived functions for change of variable shape functions

Boundary Condition D0(x) DL(x)

Pin-Pin L−x
L

x
L

Pin-Free L−x
L 0

Pin-Clamp x3

2L3 - 3x
2L +1 −x3

2L3 + 3x
2L

Free-Free 0 0

Free-Pin 0 x
L

Free-Clamp 0 1

Clamp-Free 1 0

Clamp-Clamp 2x3

L3 - 3x2

L2 +1 −2x3

L3 + 3x2

L2

Clamp-Pin x3

2L3 - 3x2

L2 +1 −x3

2L3 + 3x2

2L2

The change of variable in Equation 2 being applied to Equation 1 separates the spacial dependent variables and the time
dependent variables. Using the spacial dependent variables calculates the natural frequencies and mode shapes. The resultant
equation for the spacial variables becomes:

d4ψn(x)
dx4 = β(ω)4

ψn(x), (3)

where β is an undetermined constant that is a function of the applied frequency ω. A general solution to this differential
equation gives a form for the mode shapes, such as:

ψn(x) = an,1 sin(β(ω)x)+an,2 sinh(β(ω)x)+an,3 cos(β(ω)x)+an,4 cosh(β(ω)x), (4)

with an,# being an unknown coefficient set to match the BC of the system.
Due to the MSC system geometry, the mode shapes are split into sections corresponding to each section in the geometry

[13]. This is represented by a piece-wise function expressed as:

ψn(x) = ψn,i(x− x0,i) if x ∈ [x0,i,x f ,i] , (5)

where x0,i and x f ,i are the starting and ending locations, and ψn,i is the mode shape for section i. Similarly to Equation 4, the
mode shape for each section takes this generic form with four unique coefficients. To calculate these coefficients, the BC for
each section must be known. The first BC, called external BC, are at the extremes of the MP. Table 2 shows these external
BC based on the selected BC for an end. For example, “Free-Clamp” would have the two free constraints at the zero end and
the clamp constraints at the other end.

The second type of BC is the boundary between each section. Four continuity conditions are used for these transitions
(called internal BC). These represent the continuity of the displacement, slope, bending moment, and shear forces across the



Table 2: External boundary conditions

Boundary Condition Constraint 1 Constraint 2

Pin ψn = 0 d2ψn
dx2 = 0

Clamp ψn = 0 dψn
dx = 0

Free d2ψn
dx2 = 0 d3ψn

dx3 = 0

section transitions, expressed as:

ψn,i(Li) = ψn,i+1(0) (6a)
dψn,i

dx
(Li) =

dψn,i+1

dx
(0) (6b)

EIi
d2ψn,i

dx2 (Li) = EIi+1
d2ψn,i+1

dx2 (0) (6c)

EIi
d3ψn,i

dx3 (Li) = EIi+1
d3ψn,i+1

dx3 (0). (6d)

where Li is the length of section i.
In order to solve for the unknown coefficients, both the external and internal BC are combined into the matrix equation

[BC]{ai}= {0} . (7)

This formulation for the BC matrix has some interesting characteristics. The matrix is dependent on the unknown constant β

that is dependent on the applied frequency. One of the main characteristics of this matrix is that when the applied frequency
is a natural frequency (ωn), the matrix is rank deficient [13]. This results in the determinant of the matrix being zero. In
order to determine the natural frequencies, a Newton-Raphson algorithm is used on the determinant with the only unknown
variable being the applied frequency. Once these frequencies are determined, they are then applied to Equation 7 to get an
expression for the mode shapes. Due to the rank deficiency, an arbitrary value is applied for one of the unknown coefficients.

Once the mode shapes are determined, the time dependent variables of Equation 1 can be evaluated. By applying the
change of variable and the orthogonality condition of the mode shapes, Equation 1 becomes a set of modal equations of
motion expressed as:

d2qn(t)
dt2 +2ζnωn

dqn(t)
dt

+ω
2
nqn(t) =

Nk

∑Fk,n(t)−Pn(t)+
Nm

∑Fm,n(t), (8)

where ζn is the assigned modal damping, and

Fk,n =
ψn(xk)/ρA(xk)∫ L

0 ψ2
n(x)dx

Fk(t) =Cn,kFk(t) (9a)

Pn =

∫ L
0 ψn(x)D0(x)dx∫ L

0 ψ2
n(x)dx

d2φ0(t)
dt2 +

∫ L
0 ψn(x)DL(x)dx∫ L

0 ψ2
n(x)dx

d2φL(t)
dt2 = Dn,0

d2φ0(t)
dt2 +Dn,L

d2φL(t)
dt2 (9b)

Fm,n =
ψn(xm)/ρA(xm)∫ L

0 ψ2
n(x)dx

Fm(t) = Sn,mFm(t). (9c)

For the contact with the US, more consideration is given due to the coupling. Because of this interaction, the US is also
modeled as an Euler-Bernoulli beam with a physical equation of motion of:

EIus(z)
∂4v(z, t)

∂z4 + cIus(z)
∂5v(z, t)

∂z4∂t
+ρAus(z)

∂2v(z, t)
∂t2 =−

Nm

∑Fm(t)δ(z− zm), (10)



where v(z, t) is the displacement at location z along the beam and the subscript us represent the US material properties. It
is important to note that the variables x and z are linearly related and the locations xm and zm represent the same physical
location. For the US, it is assumed that the BC are free-clamped such that the top of the sleeve is clamped into the ACS.
In the analysis, the sleeve motion is calculated simultaneously as the MP through a similar modal decomposition, where
v(z, t) = ∑Γ Ψγ(z)Qγ(t).

2.1 Contact Models
In the derived equations of motion, there are two unknowns: the modal time history and the interaction forces. The

contact models used in DEBSE relates these two variables via a functional form. Using this functional form, the equations
of motion can be integrated to determine the deflection of the RCS for any time. Currently in DEBSE, there are two contact
models programmed. Both models are regulation based, using the relative penetration of the MP and the sleeves. This is
calculated as:

∆
b
i =

(
pr + |pr|

2

)b

−
(
|pl |− pl

2

)b

=

 + Contact on right
- Contact on left
0 No contact

, (11)

where i can either be the subscript k for contact with the LS or m for contact with the US, pr and pl are the right and left
penetration values, and b is an exponent that can take values in the range of [1.0,1.5]. The formulation of this penetration is
designed such that pr is positive if there is contact on the right side, pl is negative if there is contact on the left side, and ∆b

i
is the relative penetration [19]. Calculating pr and pl depends on if the contact is with the LS or US since one is rigid and
the other is elastic. For the rigid LS, these values are calculate as:

pr(t) = φ0(t)D0(xk)+φL(t)DL(xk)+∑
N

ψn(xk)qn(t)−φk(t)− (Rls(xk)−Rmp(xk)) (12a)

pl(t) = φ0(t)D0(xk)+φL(t)DL(xk)+∑
N

ψn(xk)qn(t)−φk(t)+(Rls(xk)−Rmp(xk)), (12b)

with φk(t) being the known displacement of the LS, Rls(xk) as the inner radius of the LS, and Rmp(xk) as the outer radius of
the MP at the contact location k. For this measurement at a contact location with the US, these equations become:

pr(t) = φ0(t)D0(xm)+φL(t)DL(xm)+∑
N

ψn(xm)qn(t)−∑
Γ

Ψγ(zm)Qγ(t)− (Rus(zm)−Rmp(xm)) (13a)

pl(t) = φ0(t)D0(xm)+φL(t)DL(xm)+∑
N

ψn(xm)qn(t)−∑
Γ

Ψγ(zm)Qγ(t)+(Rus(zm)−Rmp(xm)). (13b)

These formulations occur for each contact location regardless of the contact model used. Currently, these values are not
saved during the integration, but can be recomputed in post-processing.

The first contact model implemented in DEBSE is based on linear springs. In particular, a mass-less, two-stage, linear
spring with a gap is applied at each contact location. Since these are linear springs, the penetration coefficient b is set to 1.0
and the force at each contact can be written as:

Fi = Kc∆i +
Km

2

 (pr−gi)+ |pr−gi| if pr ≥ gi
(pl +gi)−|pl +gi| if pl ≤−gi

0 else
, (14)

where Kc, Km, and gi are user defined quantities. Kc is the first stage stiffness, designed to represent the initial resistance
caused by the fluid in the RCS. The second stage represents the material contact in Km. This is typically orders of magnitude
stiffer than the fluid stiffness based on expert knowledge. The transition between stages is measure by the value gi. While
this can be specified for each contact, the current implementation determines this value as a fraction of the undeformed
clearance. This is typically around 10% of the clearance, and is characterized by the clearance Adjustment Factor (AF),
where gi = (1−AF)∗Clearancei. The use of this formulation ensures that the second stage of the spring occurs when there
is material contact with an adjustable buffer to simulate the fluid effects.

The two-stage spring is able to represent the fluid effect on the dynamics of the MP, but requires a large amount of
user knowledge in order to get a realistic result. In order to reduce the required user expertise, a more physical model is



also implemented via the Lankarani and Nikravesh (L&N) contact model [20]. This model looks at the internal collision
between two cylinders (similar to a RCS), which forms a nonlinear relationship between the penetration and the contact
force, expressed as:

Fi =
4
3

πE∗i
√

R∗i Lc∆
b
i , (15)

where Lc is the user specified length of contact, and:

E∗i =

(
1−ν2

mp(xi)

Emp(xi)
+

1−ν2
s (xi)

Es(xi)

)−1

(16a)

R∗i =
Rmp(xi)Rs(xi)

Rs(xi)−Rmp(xi)
, (16b)

with ν being the Poisson’s ratio, and the subscript s referring to either sleeve depending on the location of the contact i (k
or m). This model reduces the number of parameters specified by the user. In general the contact length Lc can be based on
physical properties of the guide regions and the penetration exponent b has a small range of [1.0,1.5] with 1.5 representing
the contact between two spheres (i.e. circular contact patch compared to the line/elliptical contact expected for a RCS).
Some previous work in [15] investigates some of the sensitivity of the simulations to this exponential value. The definition
of this model is based the derivation used in [21], which compares various cylindrical contact models. Originally in [20],
this contact model only defines the contact pressure and not the equivalent force. If a new implementation is programmed,
it is possible to determine the pressure and not require the definition of Lc. In order to show the sensitivity of the contact
models, four implementations are used. The first is the spring model with the material stiffness close to the L&N equivalent
spring stiffness at the UG for all contact with the US and at the IG for all contacts with the LS. For the other three, the L&N
model is used with varied exponent values of b = {1.0,1.25,1.5}.

3 Stepped-Sine Excitation
The first analysis performed to test these various contact models is a single frequency sine excitation in which the

frequency is adjusted to determine the dynamic characteristics of the MSC. For this stepped-sine excitation, the frequency is
adjusted between 0.2 Hz and 10.0 Hz, with several other aspects remaining constant between simulations. For all the contact
models, the modal damping is specified to 2% for all the modes kept, which are all the modes with natural frequencies less
than 100 Hz. Additionally for the simulations, a constant time-step of 0.1 ms was used for a duration of six periods of
excitation.

There are two main results from these simulations. The first is the time histories of the UG. While showing all the
time histories is illogical, they are used to categorize the response and separate the responses into specified regions. The
main presented result is the maximum deformation of the UG. To report this, the deformations are normalized by the static
estimate for the deformation (around 25 mm) to show the amplification of the dynamic effects. This is called the Dynamic
Amplification Factor (DAF). The maximum DAF, along with selected time histories, for these four sweeps is presented in
Fig. 5.

In Fig. 5, there are many aspects to note. The first aspect is that the response is categorized into four regions based on the
excitation frequency and the response motion at the UG. In order to give a better qualitative understanding of the response,
example time histories from each region is also presented in Fig. 5 with the time histories from regions 3&4 having been
extended to 12 cycles. Within these time histories, the red dotted line representing the specified IG displacement and the
black line representing the calculated UG displacement. Region 1 is comprised of low frequency excitation in which the UG
responds at the same frequency of the excitation. For the majority of this section, there is little-to-no variability between the
various contact models. This is not the case for very low frequency excitation. The cause of this is believed to be due to the
small time step compared to the excitation. A separate test (not shown here) was performed with a larger time step and did
not show this variability.

Region 2 is the most diverse and interesting region of this sweep. There are two main characteristics for this region:
large amplification and variability caused by numerical issues. This region can also be called the resonance region due to how
the response interacts with the natural frequencies of the subsystems. Within this section, there are two natural frequencies
that contribute to this varied behavior. The MP has its second natural frequency at 2.3 Hz while the US has its fundamental
frequency at 2.1 Hz. Due to the closeness of these frequencies, numerical ill-conditioning becomes a major issue. To better
show this variability, Fig. 6 shows a zoomed-in look at this region.



Fig. 5: Maximum normalized deformation from stepped-sine sweep with example time histories.

Fig. 6: Focused sweep for the resonance region

The variability in region 2 is due to the ill-conditioning near the combined resonances previously discussed. The main
result of this ill-conditioning is the response containing a two-stage response (as noted in the upper left graph in Fig. 5). To
better test this hypothesis, a separate simulation was performed with an increased damping coefficient of 5% for the L&N
model with the exponent b = 1.0. The results from this analysis are presented in Fig. 7. This shows that an increase in
damping, which better conditions the equations of motion, eliminates this two-stage response verifying that this is due to
the numerical conditioning and not a physical phenomenon. The large increase in the response associated with this region
is due to the physical characteristics of the MP’s second bending mode (as seen in Fig. 3). For this mode, the IG is near the
maximum deformation, signifying that for a small excitation, there is a large response. In this excitation, a large force is
being applied at the IG, but the response is bounded by the physical location of the LS thus limiting the amount of energy
available for that mode. Since this mode can only exhibit a certain amount of energy, the remaining energy is transferred to
the fundamental mode, where the UG has a large displacement.

Regions 3&4 both exhibit large variability between contact models, with the different regions denoted primarily by
the time history. Region 3 is dominated by the natural response of the system, while region 4 is a multi-modal response
containing both the natural response and the forced response of the system. The variability for both of these regions are
large. These frequency ranges exhibit complex responses in which a scalar value (such as the maximum DAF) starts to not
fully characterize the response.

The purpose of the pure sine excitation is to characterize the system and better understand its behavior. By looking at
the aggregate results across the contact models, a few characteristics can be determined. The first, and most dangerous, is
the very large increase in response in the resonant region. This showed a response that is seven times larger than predicted
by StaBI. For the physical system, this large deformation would cause contacts with systems that are not currently modeled
in the MSC system. In particular, there is a rigid core sleeve that the RCS is placed into to aide in the installation. The
clearance between the US and this outer sleeve depends on the core design, but can be slightly larger than the static estimate
for this excitation, which is the conservative estimate on the worst-case earthquake scenario. Since the MSC system is not
associated with a specified reactor, this actual value is unknown but this aspect is important to keep in mind. The other main
characteristic is that the majority of the simulations performed showed maximum DAF larger than 1. There are some areas,
in particular in region 3 for certain contact models, that produced a maximum DAF smaller than the static estimate, but the



(a) 2% damping coefficient (b) 5% damping coefficient

Fig. 7: Effect of increase damping on numerical ill-conditioning

majority of the simulations performed showed an increase due to the dynamic considerations.

4 Static Deformation + Dynamic Excitation
While a pure sine excitation can give insight to how the system reacts, it doesn’t show how the system will respond

to a real earthquake, which is comprised of several frequencies via a spectrum. Additionally, the displacement used in
Section 3 is the accumulation of several possible misalignments. Some of these misalignments are due to static causes (such
as installation errors, deformed geometry due to fabrication or bending from irradiation). These account for a displacement
on the LS that results in 10 mm at the base and 25 mm at the top of the LS for a conservative estimate. The remaining
displacement is comprised of the dynamic excitation caused by the earthquake. To account for the dynamic excitation of
the statically deformed RCS, a combination of the tools within PIRAT is used. Specifically, StaBI is used to determine the
deformation shape taking into account only the static misalignments, then DEBSE is used to apply a dynamic excitation to
this statically deformed system.

For the dynamic excitation, special consideration is used to determine a representative excitation. This is done by using
a representative FR core that the MSC could be used in, and the excitation spectrum of the BCS (which the motion of the
LS is derived from). The spectrum used is presented in Fig. 8a and consists of 2 dominate frequencies at 0.45 and 4.6 Hz.
This spectrum is very similar to the spectrum used for the SPX1 from [9] with different peak frequencies. To convert this
spectrum into a time history for the LS, a separate code is used. This code (called BASILIQCAST 3M [22]) takes into account
the whole-core system to derive the motion of the LS. The time history produced from this code is shown in Fig. 8b for
the excitation at the IG, taking into account the initial deformation. The initial offset of the excitation is based on the static
deformation of the LS, while the amplitude is based on a maximum deformation of 5 mm at the base and 20 mm at the top
of the LS.

(a) Example earthquake frequency spectrum used (b) Resultant excitation at IG

Fig. 8: Dynamic excitation on statically deformed system



A time history like Fig. 8b can be calculated for each point of interest on the LS. With this excitation and the definition of
the static deformations, the analysis can be performed. Since StaBI is designed as a black-box, there was not many changes
to the run script required to perform this analysis. The main difference was determining the initial modal deformations from
the static simulation results. Since the modeled earthquake is severe, the reactor is not expected to be restarted after the
earthquake. Due to this, the main interest for the RCS is the first few seconds of dynamic excitation. Once the earthquake
is detected the RCS drops the MP into the core to achieve a safe shutdown. This is done on the order of 1 second for
FRs [10, 23]. Thus, any large deformations after this shutdown state has occurred is of secondary importance. Currently,
DEBSE is only able to calculate fixed height MPs, so while the drop time cannot be calculated, this simulation can give an
understanding if the previously used static estimates are reasonable. To show this, the first 10 seconds of the UG response
for the dynamic excitation is presented in Fig. 9.

Fig. 9: UG response to dynamic excitation on statically deformed system

The first aspect of Fig. 9 to note are the differences between the contact models. There are very little differences
between these models, with the only differences appearing as the magnitude at the peaks. This highly suggests that for
realistic simulations, the choice of contact model does not greatly affect the results of the simulation. This brings confidence
to the simulations used since the main aspect decided by the user does not greatly affect the results. Another main aspects of
the results are associated with the physical significance of the results. In Fig. 9, there are times where the deflection of the
UG is negative while the IG is always positive (see Fig. 8b). This can create a large shear force on the MP that opposes the
dropping motion. One caveat is that this does not occur until 5 seconds into the simulation, where it is expected that the full
drop would have occurred. Even if it has not, this instance is only for a short amount of time that could initiate a stick-slip
condition of the drop, where the MP stops moving for a very short duration of time. This starts to become a greater issue
later on in time since the amount of time that this out-of-phase deformation is occurring increases.

The last main aspect of the results is associated with the maximum deformation. In Fig. 9, the maximum deformation
for the entire simulated time is calculated using the L&N contact model with b = 1.5 that produces a maximum DAF of
slightly below 1 (0.97). This suggests that the quasi-static simulation could be conservative, which can be used to give
a conservative drop time using the SIKI tool. The idea of conservatism is based on more factors than just the maximum
deformation (i.e. friction/contact forces, fluid interactions, etc.), but these results give some evidence that the static estimates
might be conservative.

5 Conclusions
This work shows the dynamic modeling of a Reactivity Control System using the newly developed toolbox PIRAT.

In particular, focus was put on the dynamic solver DEBSE and how that solver models the interaction between multiple
subsystems. This work takes two implemented models (a mass-less, two-stage, linear spring and the Lankarani & Nikravesh
contact model) and compares the variability between these models to commonly used excitations. The first excitation is a
singe-frequency sine excitation that is stepped through various frequencies, leading to several findings:

∗ By investigating the time histories, 4 distinct types of responses are found that depend on the frequency of excitation.
∗ Low frequency excitation showed very little variation between contact models while higher frequency excitation showed

a large variability.
∗ One region was found to produce large deformations (around 7 times the static estimation) that is caused by the resonant

effects of the system. This region also had a large variability due to numerical ill-conditioning that was caused by the
resonance coupling of the subsystems.



∗ Due to these findings, actual excitations must be checked against the possibility of exciting the system with a large
fraction of the excitation energy occurring near a resonance frequency [15].

The other excitation is a realistic expression of the deformation that this type of system would experience during a
severe earthquake. This includes the idea of separating the deformation into static and dynamic components. The static
components of the deformation (caused by installation/fabrication uncertainty and irradiation bending for example) comprise
of approximately half of the expected deformation of the system. For the dynamic excitation, the time history is calculated
by the BASILIQ code based on a representative reactor core that the MSC system could be used in. This separation of
deformations uses multiple solvers in PIRAT, where StaBI is used to calculate the deformation due to the static deformations
and DEBSE is used to calculate the dynamic response to the earthquake on the statically deformed system. The results from
these simulations produces several interesting findings:

∗ With a focus on the short time frame (0−10 seconds of excitation), there was very little variation between the contact
models. While this was not found for the pure sine excitation, this gives confidence in the simulations to produce realistic
responses for the most challenging aspect in designing a Reactivity Control System.

∗ In addition to the variability, the results also show some interesting aspects for the analysis in general. During the
simulation time, there was no displacement greater than the quasi-static estimate, giving evidence that the static analysis
might be sufficient to calculate the drop time.
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