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Progress in particletracking and vertexing detectors
Nicolas FourchesCEA/IRFU): 19" March 202Q University Paris-Saclay

Abstract: Thisis part of a document, which is devoted to the developments of pixel detectors in the conte
of the International Linear Collider. From the early developments of the MIMOSAs to the proposed DotPix
recall some of the majqrogresses

TABLE OF CONTE NTS:

1. The trend towards 1-micron point-to-point resolution and below

1.1. Gaseous detectors|:

1.2. Liquid based detectors

1.3. Solid state detectors|:

2. The solution: the monoalithically integrated pixel detector

2.1. Advantages and drawback

\v2)

2.2. Spatial resolution : experimental physics requirement

[72)

2.2.1. Detection Physics at colliders

2.2.1.1. Track reconstruction

2.2.1.2.  Constraints on deector design

a) Multiple interaction points in the incident colliding particle bung¢hes

b) Multiple hits in single pixels even in the outer layers

c) LargeNIEL (Non lonizing Energy Loss) in the pixels leading to displacement defects in the silicon layers

d) Cumulative ionization in the solid state detectors leading to a total dose above 1 MGy in the operating fme of
the macime

a) First reducing the bunch length and beam diameter would significantly limit the number of spurious interaction
points. This is the trend, which'is an objective at future ILC experiments.

b) Increasing the granularity of the pixels layers inducing a reduction of multiple hits (per unit time) in each|pixel (
this is the goal of this R&D)

c) Timetagging in the outer layer pixels could help in reconstrudtisgappropriate tracks belonging to the
appropriate interaction point. This is particularly difficult in the ps range due to the pixel detectors nethig on
electronic

d) Having the possibility to resolve the tracksngsvery small pixels may be an alternative because it reduces|the
ambiguities and thus enables the separation of tracks initiating from different interaction points.

2.2.2. The case fora micrevertex detector

a) Neutral particles such as the Z and W (W can be charged) uncharged electroweak massive gauge bosdns anc
the H (Higgs) bosgn

b) Tag charged particles such as B and Taus. These ardigbdnparicles

c) Make precise measurement of missing transverse energy

d) Make precise measurements of all decay channel of the Higgs boson, particularly the one that has the most
importantbranching ratio the decay inté-bb b bar. O (80 %). As these topics are studied at the LHC, the mofe
difficult would be to study the coupling of the Higgs with other partigles.

2.2.3.  Momentum and VTX determination :

2.3. The first step forward: CMOS sensor$

2.3.1. Experimental results: X rays




2.3.2.  Experimental results: Beam test

vJ

a) To reducehe pixel siz¢

b) To limit the charge spread on neighbouring pi}xels

a) Limit the pixel aspect ratio , by limiting the sensitive thickr||ess

b) Use drift transpdrthat can be oriented from the bottom to the top using the appropriate material and e

2.3.3. Experimental results: The problem of radiation effects

a) Radiation hardness design ruieghe layout of the pixel (this was made in most desjgns)

b) Radiation hard technologies such as SOI or more recently FDSOI

2.3.4. Simulation of pixel structures

2.4. The second step forward: other structures studied

1. First design a pixel with much improved spatial resolution by downsg¢aling

2. Second : drastic radiation hardness improvemamgsought

3. Use of device simulation is the preferred tool for this purpose

2.4.1. Particle transport through silicon: simulation

2.4.2. Noise in pixels:computation and simulation

ectrodes

a) W decrease: capacitance decrease transconductance increase , possible sampling rate increase., possjble lea

current decreage

b) L decrease: capacitandecrease transconductance increase, possible sampling rate increase. possible lpakage

current decrease

c) Temperature decrease: Johnson an Flicker Noise decrease, leakage current decrease

2.43. Global pixel design

a) Pixel size or pitch , lateral dimensigns

b) Number of hits per unit are and per seconds.

a) Data flow (assuming one bit pixe|s)

b) Number of pixels per identical array

c) Address lengthin bifs

2.4.4. A new pixel concept

a) Ability totrap or to localizecarrierg

b) Abilityto discriminate between carrigrs

a) The Detection Mode in which the Upper gate is negatively biased Vgate=Val <0 . In this mode, Vdd and|Vss cz

be either grounded. or keat VVgate.In this mode the transistor ig| off

b) The Readout Mode: the upper gate is positively biased to switch the transistor in the On mode. The Drajn is

positively biased and the source is biased in current mode.This dmly mode where power is dissipared.

c) The reset mode in which the source is negatively biased and such is the case for the bulk and the drain

grounc

An electron flow from the source is injected in the whole transtd through the QW with holes recombining. T}

he

gate is positively biased. The substrate is grounded so that the electrons flow through the byried gate.

d) Another mode exists in which the Upper gate, Drain Source aredgdamnd so is the bulk, t

he holes in the QW

should remain trapped and no increase due to ionizing particles should occur.

2.4.5.  Simulation techniques and physics

a) SchrodingefPoisson modelivhich is a recursive method to determine the Eigenfunctions if the system is §

teady

state this is accurate but is time consuming especially in 3D. It is not adapted to transient simulations for thi

5 reaso

because it would need solving the coupled SdingerPoisson equations at each step. This

approach was one

f the

first used for quantum well modelling. This may be used in 3D at the expense of simulati

bn time.




b) Density gradient model: this model is based on a trahspgaation derived from a quantum (effective) potential

ﬂ

The soecalled Wigner distribution function is used in this case defingd as

2.4.6. Associatedtechnologie$

=)

2.4.6.1. Associated technologies : ion implantatio

a) 1MeV Zn ion implantation for peak concentrations o>,

b) 1 MeV Ge implantation foa peak concentration above 6x4€nT>

c) 14 MeV P implantation for a peak concentration of' tor=.

Goal

lon

Substrate

Energy

Doses

Substrate temperature
Implanted layer

Q well

Ge Implantation

High resistivity silicon wafer
100 ohm.cm

1MeV

Room temperature (300 K)
n-type buried Igier

P implantation

High resistivity silicon wafer
100 ohm.cm

High energy

14 MeV

Room temperature (300 K)
Trapping layer

Implanted layer

Zn implantation

High resistivity silicon vafer
100 ohm.cm

25 um @ 5V SCZ 400pF/cin
1 MeV

Room temperature (300 K)
Implanted layer

Q well



Ge Implantation

Low resistivity silicon wafer 1 ohm cm
0.8 um @ 5V SCZ 13 nF /cin
1MeV

Room temperature (300 K)
n-type buried layer

P Implantation

Low resistivity silicon wafer
High erergy 14 MeV

Room temperature (300 K)
Trapping layer

Implanted layer

Zn Implantation

Low resistvity silicon wafer
1 MeV

Room temperature (300 K)

a) 3x10'cnr?with an introduction rate of approximately 2%&0r* this corresponds to a peak concentration is |
6x10* cnT®,

b) The SIMS measured dose was 2.29%d’this corresponds to a peak concentration of 5.8xf°.0r 12 % of|
the atomic density.

c) We have measured such value below this target with the Oxygen incident ions and above this target with the C
so that the peak concentration lies between these two values. The difficulties for implanting at such high fluxes and
duration main explain theastrepancies.

d) The positive MCs ions give higher value than the negative ones,| MCs

a) The measured integrated flux was as expectéttaf?, using the electrode current. (see table )

b) There is a discrepancy between the integrated flus measured with the Cs, which higher than that measured wit
oxygen ion

c) The peak concentration is on average: 1.83xdr> for Oxygenincident ions and 6.95x38&cn12integrated
flux, below the value hoth measured and targeted this is obtained on low resistivity samples. Onrtrsshivjty
samples the peak concentration is; 1.2%&07° corresponding to : 5.45x1&n?

d) For Csincident ions, the results on HR samples show an average integrated flux of:'4c?2%a0d a peak
concentration of: 2.15x#®cn13, above the measured values by 20 %. This could be explained by the preskace in t
secondary ions of species with the same Charge to Mass Ratio of the Ge secondary ions. Otherwise, althouph lowe
the peak concentration corresponds to the target valdElBy to-24 % that is very good, if we consider that the
implantation is inhomgeneous, which is probed by the electrode cufrent.

a) The average measured integrated flux with Oxygen SIMS was: 3 3txi8

b) The corresponding peak concentration was measured on avéxa@é:cn® that is comparable to the target
value obtained using the target implantation and the introduction rate derived from SRIM simulations. No
measurements with Cs as the incident ions were made here.

2.4.6.2.  Assocated technologies : characterization

a) Raman spectroscopy: this technique is-destructive and give information on the coupling of the phonons jwith
incident light

b) Deep Level Transier8pectroscopy, which involves a MOS, PN, PIN, Schottky structure and give quantitips
related to the electrical properties of defects, capture-sexton, energy levels and densillies.




a) GeSimode at 401 cth: ¥1.2 +£0.1
b) GeGe mode at 297 cfn ¥1.13 +/0.1
c) Si-Si mode at 520 cth : ¥1.13 +£0.11 in silicon

a) The shift of the 520 crh Si-Si line due to the strain in the upper part of the region (tensile in this case , shift to
lower wavevectors) and the disorder.

b) The GeSi line which is due to the buried layer with high germanium concentration vghtcimpressively |

strained

2.4.7. Future: Epitaxial growth and outlook

3. Conclusions

In almostall acceleratobased particle physiasxperimentsthe reconstruction otharged particle
tracks andrerticesis necessarfl] [2]. The magnetic field in the inner detector enables the determination of
the particles impulsions and therefore access to a phygiaatity nee@dto characterize the decay process
of the particlesgeneragd in thecollision. It is also necessary to determine with great accuracy the
corresponding verticesThe term vertexshould be understood as follewThis is the point where the
trajectories have their origiftigure 1makes a shomescription ofhow to make th@eeded reconstruction.
We can also define the Impact Parameter as being the distance between the IP (Interaction Point) and the
of the trajectory of the charged particle. We will show that the pixel detector we design can improve tf
resolution for measuring this quantgtge ILC reference design rep@etectors2007[3] [4] [5]. The Impact
Parameter is thehortestdistance between the primary vertex and the track of the charged partiglasse
close to it.



Fig. 1: the simplified description of how a vertex detectpexates. Thencident beams make an angle of
alpha between each other to maintain an interaction volume set to the needs

Fig. 2: Sketch of the pixel detector with the concentric laytis thickness of the layers should be Kegdow
a few hundreds of micron.C Reference DesigRepot [4] [5] [6])-

In manycasesywe need to determine the position of the interaction and to tag the bunch in which th:
interaction ha®ccurred. This is possible with another detector, which is then time sensitive. The bunch ce
be tagged when getting out of the pipe with adfammer (it is made with charggxrticles of the same nature
[7]) . Hence with this in mind the readout electronicsstsould be fast with timing resolution well below the
ps,it should need fast outerraicker to determine the stop sigmaih a resolution attaining these values.

With a Position SensitivBetector the constraints are differenThe positiorof the InteractionPoint
can beestimatedusing the secondary vertexd the estimationf primary trajectory, giving the primary
vertex. In the case of trem-calledheavy flavour physics, the primary vertex is close to the ictierapoint,
and the reconstructed tracks can be used to estimate an Impact Parameteada with very high point to
point resolubn the Impact Brameter can be estimated with a begsolution than inlL.C reference design
report IV-117[7])

This may be madeising the energy and the momenta of skeondary particles when the primary
particle is neutral or better if the primary particle is charged we can use itsgcadstruction witthe utmost
inner layers of the pixel detectdihedeterminatiorof thelnteraction Point using this technique when possible
should @ more accurate than proposeding methodd8] [9]. Let us saythe velocity of the particles in the
beam, is ¢/10, then v=3xi@m.s. Then if we canachieve aspatial resolutiorof 1 An=10* cm. The
corresponding time spread 1/3x10*° seconds, so thaccurately:3.3x10* = 33 fseconds.A timing
resolution wellbdow the picosecond woulde necessary10] [11]. This is a cha#nge for timingbased
detectord12] especially because time tagging is necessary and not simply titoday the state of the art
time resolution is well above 1 nsanrrentPET for example, also 5fs range Si detectors have been tested,
and sampler chip down to this value exiBor this eason, the need of a good piséhte of the art detector
is a prerequisiteJp to now, resolutios close to thenicrometrewvereachievedvith mondithically integrated
pixel detetors[13]. We will review most of thé&ey developmentsntil now and make the case for monolithic
pixel defectors.



1. The trend towards 1-micron point-to-point resolution and below

The reconstruction of tracks (or trajectories) is prerequisite for particle tagging and identification. Th
detectors used for this purpose are either solid state or gaseous, liquid detectors are not used for trac
purpo®s because of the tdwgh materialbudget they represent for trackers (ref high granularity calorimeter
put ref with cold electronicsYVe will review shortly the operating principle of first gaseous and second solid
state detectors.

1.1 .Gaseous detectors

In recent times, #ot of activity has turnedback on the gaseous detectors for tracking purposes. The
principle used here is the Time Projection Chamber Methbe.tracks ionize the gas (with the appropriate
mixture), ions and electrons are created and with the help apphed electric field are separated ainit
through the chamber towartiee electrodes. Consequently, a displacement current appears on the electrod
(this can becomputed using the weknown Shaekley-Ramo theorem)The signal can then bgrocessed
electronically, and digitalizedThe advantage of such detectors isapparensimple design and fabrication.

As it is usually the case for sudetectorsan internal ampfication is implemented’he use of a grid anah
electrodes biasta critical potential induces an avalanche with.the multiplications of carrldms. is the
principle of GEMgGas Electron Multiplief14)).

The MICROMEGAS MicroMesh [15] Gaseous' typeletectors weraleveloped at IRFU for some
experimentgref needed)However dueto the superpositioaf tracks and theiconsequence (high number of
ionized species within the detecting volunthese chambers are ratective athigh counting rates as the
drift time of the chargess large.Space chae effects are very importafl6]. Taking into consideration that
the charges hawe drift along a distance loanger that a meter if we consider for instant® G@roposed for
the ILC tracker, this is a slow detector. compartedsilicon trackers.However, the performances of these
detecors in terms of sgtial resolution have improvedue to the microfabrication techniques that have been
introduced.We will not comment more on these detectors as they have been investigated recexathy in
studiesfor both their applications and th&perationprinciple.

1.2 Liquid -state based detectors:

Theliguid based detectors are not very practicaltfacking purposes as thematerial budget is close
to that of a solid andhey have the disadvantages of gaseous detectors. High granularity liquid argo
calorimeterd17] have some tracking possibilitig®MILL developments on cold electroni€$8] [19] [20]

[21] [22] -

1.3.Solid-state baseddetectors:

As we have stated in the introduction stidid-statedetectors are the most numerous solution to tracking
and vertexing. Apart frogamma rayrackingwhere germaniurs used as a detecting media i@k style
device[24] [25] [26] most are made of thin layers of semiconducém® the detection of chargpdrticles is
made through a LET proce$$]. Track reconstruction is made usirg pixelatedstructure.The detector
structure is practically always made of a concertdyiinders of pixeldetectors with the cylinders having
increasing radii One of the drawbaskof such designs is that they are expogetigh fluxesof charged or
neutral particles that induce crystallographic defects in the materials constituting the detectors or charge
oxides used in silicon technologiga7]. | haverecently developed a R&D on this particular subjectths
use ofmonolithic pixels is gainingnportance recently, partly because they allbevoptimunmpoint-to-point
resolution, down to the micron range that are not at the reach of other d€kigpsxel family arethe purpose
of the next paragraphs.

2. The solution: the monolithically integrated pixel detector.
2.1. Advantages and drawbacks



Eric Fossumintroduced the principle of such detector for visible light imagaithough researchers
introduced earlier the tminology (Active Pixel Sensor or CMOS sens¢28] [29]). Active Pixel Sensors
were introducedas charged particle of X ray photon detector2001[30] [31]. The operation principle of
the early CMOSensors idased on a 3T scheme with a photodiode operating in apjuatsivoltaicmode
The photegenerated carriers diffuskrough thePN junction made odnn electrode made with the diffused
area of a IMOS structure, which is4type and the p typsubstrate, whicks groundedThe ntype electrode
is connected to the upper gateanfn-channel transistor and to the sourcawh-channel transistor that acts
as areset switchThe amplifying transistor opaesas a source follower. More elaborated designs have been
proposed and tested but the basic principle has remained id&niid@SAS8) [32] [33] [34] [35] [36] [37]
[38]. One of the drawback ahe diffusionmode clargecollection is its sensitivity taadiationinduced
defects particularly to point and extended defects located in the bulk siBmecificstudies | have made on
this subject show that carrigansport throughiffusion is more sensitive than carrier transport throdrgft,
even though the carrier collectitength is largef39]. To mitigate these effects, MAPS pixels implemented
on high resistivity substrates were implemented fabdicated resulting in-a depleted sensitive volume. As
forecasttheir radiation hardnessd massivenortionizing particles inducing NIEL that contribute to atomic
displacementsis bdter than the MAPS predecess$t$ [40]. The other effect of diffusion is to increase
multiplicity (number of pixel sets pemipingng particle on one pixg41]).

The problems encountered in present experimesritse presence of multiple hits on single pixels. This
will preclude theuse of the todagesigns, whichare either todarge in terms of spatial dimensions or too
slow to tag efficiently thgarticle bunch that corresponds to the hit evEnereforethe onlyway toprogress
is toeither obtain very small pixetlown to the squaredicron scale, dand havea time taggingixel. These
two approaches are complementalyhough timing pixels are more difficult to design. The other issue is the
fact that timing pixels have application in-medical physics, making this area of research more attractive.

Important onceptual ppgress was made with teoposal of QuanturiVell Ge based pixelthat reduce
to a single rchannel transistor with a buried Qy%te[42]. This is still at the conceptual and simulatievel
but technological progress is under waykbdain a viable process at the silicon level.

2.2.  Spatial resolution.: experimental physics requirements
2.2.1. DetectionPhysics at colliders
2.2.1.1.Track reconstruction

Up to now, thetracker and vertex dattors are made of silicon strip or pixels sensors witlybrid
design resulting.in a pin struce connected to Read Out Chije dimensions of #se devices often exceeds
the 50 um x 5Qum squaredThe technology used is $&d on a bump lalingprocedureThe physicseeds
at high repetitiomateshas imposed such design at the LHC for instaicst, the outer trackers are necessary
to determine the value ofcharged particlenomentum byeconstructing itdrajectory from the position of
thehits on the tracker layetsThe magnetic field inside trdetector inducea curved track due to the Lorentz
force to put it simplyln'specialelativity, the followingclassic fieldtensor can be us€do spin considergd

This tensor is valigvhen the electric field is nil Ex=Ey=Ez=0his enable an accurate determination of the
transverse momentum and if the detector has forward layers, it allows the chatoteozevents with low
transversemomentum (T low or high K pseudoapidity Note 2). Hence, this procedure allows the
determination of transversmergies, whiclarecrucial for the analysis of eventsspeciallywhere missing
energies are importanfThese quantities are necessary for charged particle identificationmasd
determination.



2.2.1.2.Constraints on detector design

Most of the problems in track reconstruction arise from the number of tracks in the detecting med
generated by the collisions is very important at high luminosity (number of primary collisions ppercm
seond). This is particularly serious in modern hadronic experingmis as the LHCThe consequences are
as follows:

a) Multiple interaction points in the incidenolliding particle bunches

b) Multiple hits in single pixels even in the outer layers

c) Large NIEL(Non lonizing Energy Logsn the pixels leading to displacement defects in the
silicon layers

d) Cumulative ionization in the solid state detectors leadingtital dose abové MGy in the
operating time of the machine

The former constraints have a direct effect on data analysinthenakter on detector desidret usanalyse
the ways these problems can be mitigated.

a) First reducing the bunch length and beam diameter would significantly limit the number of
spurious iteraction points This is tharend, whichis an objective at future ILC experiments
[43] [3].

b) Increasing theyranularity of the pixels dayers inducing a reduction of multiple per unit
time) in each pixel ( this the goal of this R&D)

c) Timetagging in the outelayer pixels could help in reconstructing the appropriate tracks
belonging to theppropriate interaction pointhis is particularly difficult in the ps range due
to the pixel detectors not tleg-chip electronic.

d) Having thepossibility toresolve thetracks using very small pixelsiay be an alternative
becausat reduces the ambigugis and thugnables the separation of tracks initiating from
differentinteraction points

One point should be explad The use of small pixels with a thin detecting region drastically reduces the
charge spread in the neighbouring pixels.. The changmdmvolving multiplicitiesis often used (and we
have used isee Y. Li[41]) to make @ntreOf Gravity determinations. These COG methods can improve the
precision and resolution of the determinatidritee particle hit. However, this method requires that a pixel
cluster should be considered, with no multiple ¢fitsm other particles)This means thatis inefficient when
close tracks are considered and where there is an occurrence of multipladitnly way to improve pain

to point resolution is to usamadl pixels with no charge spreaBeduction of charge spread is soughfudly
depletion of theactive/ detecting layer and rediact of its thickness down to a fewicrors, with drift being

the dominant transpomechanisnj39]. In this case the aspect ratio of theusture limits the charge spread,
especially if the pixel is separated from the others by trenches or are made up likerstsacture The only
case whex two or more pixels can be oy the\same particle is when the tradk inclined. This can be
mitigated by tilting the pixe&rrays in the forward and backward positiotheinner detectoftilted pixels).

These constraints are valid for the inner detector (tracker) in the outer and inneHayeser,for
the vertex detectowhich is the closest to the beam and interaction point other criteria are necessary.

2.2.2. The case for amicro-vertex detector

The physics after the primary collision requires when this is possible to identify the particles and this is tr
for:

a) Neutral paticles such as the Z and YW can be charged)ncharged electroweak
massive gaugbosons and also the H (Higgs) boson

b) Tag charged parties such as B andais. These are shalitved particles

c) Make precie measurement of missingansverseenergy



d) Make precise measurements of all decay channel of the Haggs,particularly the
one that has the most important branching ratio the decayhntb b bar. O (80 %).
As these topics atudied at the LHC, the more difficult would be to study thepting
of the Higgs with other particles.

The Yukawa coupling of the Higgs doublet to quarks and leptons give their masses and mixingg-ealues.
this purposetheidentification of neutral oshortlived particles is only podisle by tagging the finadtates, or
moreintermediate states. Direct detectionbosongwith a mass of 90 GeV) is not possiblecause¢hey
decay in very short time amount.

For thesegaugebosons, the mean lifetime is lower that?28econds, so there very little hope toedéthem
directly with charged particle detectdihe mean distance is (with light velocity) equivalenB8x10?’ meters
so approximately 0.03 femtomegethis means that direct det®n isalmostdifficult.

For example, the decay of W+ is into hadrons so tagging them is one of the best way to proceed.

This lifetime amount is directly related to the width of the resonance. This can be saealagywith a
resonant ccuit with a pole. It is indeed. The degcaf the Higgs into. many charged particles with a short
lifetime means thatrecise tagging is needed to disentangle the decay modes of the Higgs boson, for instan

However for theadu particles having a higher lifetime 19 seconds they can hawe averagetrack as long
as 3x10**%=3x10° m = 30 um which could be measured-with a precise VTX detector.

The ILC vertex detector would be necessary to study the different origins of the Higgs re$@hance

The search for extrdimensiong44] [45] [46] [47] [48] [49 [5Q] [5]] [52], which isno standard model
physicsor beyond standard model is a topic which in some casektedto the graviton questioiif one of

the purposé to checkif warpeddimensions existtis would certainly lead to a vertex displaced or nell w
defined The common view to detect the presence of extra dimenggng a missing transverse energy as
some particle would beot be detected in the presence of such dimensions, at either the electronathleand
scales (see ILC referendesign report, physid€3] ). Up to now 2018 the size (the radii) associated to extra
dimensions has been set to a limit of a fems of micron$1], from cosmological constraints

In the RandatSundum theory lhe KaluzaKein dimensiorare warped, thisiearsthat some excitation would
occurfor some masses of the orar

m  Q . i S~ ENWith . ke( i N G § TeV.where Dis defined as
R is the spatial extension of the extra dimensions.
fOyH[S> i Fl° N\@is tAaf Hrhiass | N

One of the paradigm of the ED problem is to detect the KK excitations, the SM fields can propagate throu
these extra dimensions if they are flat for instatteome othemodelsthe Universal Extra Dimensions that
assume a specific SM field propagation. Hence, the lowest KK excitation is a Dark Matter candidate and
stable. .Some ATLAS[44] and CMSanalysis have set a lower limit to 2.5 TeV. using top quark tagging
techniqueOne shoulde aware that the target of the ILC or CLIC project is to obtain a beams raditsnof
micrometer or less in order tionit the extension of the IP to a poilite domain Another field of research

that could benefit from a micreertex is the test of SUSISupersymmetry)through for examplelisplaced
vertices.

2.2.3. Momentum and VTX determination :

We can now determine the accuracy of the momentum determination usiagmetrerangevertex
detector, togther with vertex determination.HW {V Ve detdotor is made of 3 layefor the VT
GHWHFWRU SODQQHG IRU WKH ,/& WKH LQQHU OD\HU LV VHW DW



3cm from tle beam, with have three layers separéigone centimetre. We have made a simple simulation
code We make the Ipothesis that the pixels hit distribution is norraatl that we can fit the measured data
in order to get the position of the VTX. We anotket of two points and we get the other track. The results
are inthe following figures ief: reconstruction simulation coddavedeveloped irScilah. See Fig.3 and
Fig.4). Usually, methods that are more elaborate used for track reconstructifsg].

Fig. 3: Gaussian hidlistribution:sigma=1micron. Slope and abscissa at the origin (V.T20000 eventsThe
left distribution giveghe abscissa at the origin and the right one the slope

The conclusion is straightforward thesolution at the VTX is one micron with either a unifqtested here)
or normal distributionThe resolution is directly related to the peioipoint resolutio of the pixel arraywe
can improve this resolution by increasing tiugnber of layers.

Fig.4:improvedfitting Gaussiamistribution 2000 eventsThe leftdistribution giveghe abscissa at the origin
and the right one the slope

In this casethe distribution is digitized as it could be a@inarypixel. From this simulation the single track
resolutionresolution definedhs the FWHM is or the order of 0.4 micrometres. This shows thalebp
submicron resolutions can be achieved with thesthoas and pixels design.

2.3.  The first step forward: CMOS sensors

Theinitial idea touse of CMOS sensors in charged partd#¢éection comes from the Strasbourg Group.
We have joined our effort to get some piaetays designed and fabricated in order to test this technology.
This gave the MIMOSA series in which | was personally involved. We have studigiktHeeadout and
same MIMOSA ardtitecture (MIMOSA 67-8-8bis[54] [31]. The work on the MIMOSAS were made with
the contribution of the group at IRFU here witerre Lutz leadingand my coworkers, Yavuz Degetttiat |
chose and welcomdirst at a postdoctoral positionandafter at a permanent member of IRFU stafive



note thecontribution of Marc Besancoand E Orsini. | led all the contribtions to radiation effectand Ihad
a major role in the choice of technologies and to the guidance of our PhD student [¥8n[55]).

Fig.5. Pixel configurations and schematiosthe MIMOSA series (MIMOSA 6The ®nsitive part is the
photodiodg54] [32] [3]].

In the pixel the sensitive device if simply, a photodiode reversely biased at very low voltages. Thi:
means that the operatiorode ofthe pixel is closer to a photovoltaic mode than a drift detector mode. This
has important consequences in the properties of this kind of pixel. The presence -afepleted detecting
zone lead to a slow collection of the generated charges, wrechfi@cted by the diffusion length in the
material. We will study this in the following. The pixelis followed by a voltage amplifeupled to the
sensitive node of the phatimde with a capacitor in most cases. The process used for implementation of thi
kind of pixelis a standard CMOS process at the technological node at the time of the study 35aMm
was first used and fahe MIMOSAS | proposed the 250 nm TSMC prosdsr the pixel array we designed.
This was a digital process, which made the implementation of the digital foiet aray easier to implement
[31]. Prior to that, we studied the possibilitydifital pixels with a latched comparator. For the MIMOSA 8
series despite my recommendation the comparator had no current limitation, a current controlled latched
the advantage of being less noisy and offers the possibility of being insensitiverttdestatch upThe
use of current controlled latches has been made on MIMOSA 16. The latched comparator was off
compensated so that this lead to a reduction of the Fixed Pattern Noise at leastamiaiad chips.

Fig.6: Pixel schematic implemented in the MIMOSA 8 pixel. The principle is still based on a photothede
output switch capacitors are present to reduce the[BEN

The development of a successapproximation ADC was a follow up of this R&in the following
pixel-chips.



Fig.7: Architecture of the comparator system (offset compensated) for binary outputs and the digifal part
the MIMOSA 8chip[35].

Fig.8: Architecture of a pixel array, with column circuit for data acquisition.

In order to characterize the properties of the Isixiege arrays have included different pixel sizes and
two readout modesanalogueand digital (one bitusing a discriminatoiThe description of the array can be
found in Fig8, with the correspondinghronogram for chip controlhe signals from the digal pixel can be
serializedand output to the external interfdwat the data is\ot compressed. The all chip can be programmed
but this option has not been used in many of the tests describeBrogrammingonly alters the duration of
the different catrol signals For thetest of the chip twdCboards have been developed with a upper board
designed with.a hole necessary to irradiate the chip bonded directly on it.

2.3.1. Experimental results. X rays

Tests on MIMOSAG6 have been disappointing. On the other hand, tests on the MIMOSAS chip hay
been very interesting. The first result is that of the X rays on all the analog pikelX rays hag a line at
5.9 keV and 6.4&V. The results shown in Fig.show that this kind of detector have a good spdotaging
capability.



Fig.9: Histogram of hits with the X rays from°2Fe source, both with clusterization and seed pixel. One can
distinguish the two lines of the source &%&V and 6.4 keV demonstrating the possibpectramagng
potentiality[32] [31].

2.3.2. Experimental results: Beam tests

Fig.10: Beam test results with either from the DESY facility and ¢ from CERN facility (130 GeV).
Detection efficiency versus threshold and signal in the seed pixel.

Further experiments include the beam tests made wélescope thatan be useddtevaluate the resolution
of thepixel array. The description was madd33] [32]. The main conclusionare as follow. The detection
efficiency remains above 95 % for a signal to noise ratio set lowafitle. This can be made by lowering
the discriminator threshold. For the digital or the analysis oartabgueixels. The second conclusion stems
from the fact that the hihultiplicity defined by the number of pixels that fliprfone particle hit is very high.
This means that the charge spread is important and stedng diffusioror randm walk of carriers occurs.
The estimation of the time necessary for charge cadleesi around.00 ns.

Fig.11: Charge collection efficiency versus clocking frequency. Contribution of temporal noise and fixec
pattern nois¢32] [31].



The Figll shows that the arrays is still functional at 150 MHz clocking frequency that corresponds t
approximately 10 MHz scanning frequency. This means that the corresponding timenss T®® transport
of charges limits the operation frequency not the readout.

Fig.12: Calculation ofthe temporal noise for a 3T pixel, as a function of clocking frequency (see formulae)
and experimental measured temporal noise for the MIMOSA pixelaeitiparable architecture, the noise is
in Equivalent Noise Charge an corresponds to a temporal [BisEs 7] .

| have investigated the variation of the noise expressed in Equivalent Noise Charge with respecaited so
observation time (see paper forther details) This was computed analytically using the Campbell Theorem
| find a similar frequency dependence with the samplinguieacy of the pixel despite haviag architecture
slightly different. Thdrequencyhere is the samplinlgequency, whichs the same as the clocking frequency
of each pixel (and not the origindbck). In thisexperiment] haveshown that classical calculation can be
made whichare still valid at low noise level of a few electrons.

Fig. 13: detection efficiency. versiiemperature and spatial resolution versus pixel size for the analog output:
of a MIMOSA pixel array(MIMOSAs [58] [59)]).



Fig.14:Spatial resolution versus pixel pitch with respect falag pixels and digital MIMOSA 9 arttlarray
as measured on tliggital pixels(left and right)[60] [41]

Table 1: beam tests for the MIMOSA 8 pixel arf4y]

The two above figures that correspond tdistinct work show that with the cluster method good
resolution canbe obtained at lest in the analog mode allowing a better Centre Of Gravity determination. W
a pitch of 20 um the resolution of the array is < 2um. However this means that the chaegks spr at least
50 um from the impact point.. This is a huge value that poses a number of questions. It will induce unwant
pile up because of the size thie clusters necessary to rectmst the hit point, and be a problem at high
luminosity. To circunvent that the answer is not simple. We have :

a) To reduce the pixel size
b) To limit the charge spread on neighbouring pixels

The first item is the trend that is followed from the beginning. Bugthestion thastems from thais howto
reduce lateral diffsion.

The simple solution are as follow.

a) Limit the pixel aspect ratio , by limiting the sensitive thickness
b) Use drifttransporthat can b@riented from the bottom to the top using the appropriate
material and electrodes



One carfind that the use of dtidetector is a step back as it imposes large voltage bias when use on
significant thickness. Howevemany institutes havesed HV CMOS to satisfy these needé/e can
summarize the results from mimosa8 and his follower MIMOSA 16 below

Table 2: compasion between the MIMOSA41] [61] [62] [63] [64]

We can see that the CCE is better in the first MIMOSAS8 version. MIMOSAL16 only gives good results in FP!
as it wasimplemented in the nedigital OPTO 350 nm proceskincompletedcharge collection can be
accounted for by slowliffusion [41] (diffusion is.-howeveralways aslow process compared to drif§or a
squared micrometer and the first. pixellayer the maximum hit rate is 0°G7/18 10° per bunch crossing.

For the ILC at 500 GeV the pulse repletion raté idz with 2625 bunches per pulse. This leads to 13125
bunch crossings per second.in average. This gives a hit rate’ ped@econd in the inner layer and 310

per second. in.the third layer. Note that with an@6rometresquared array the average hieran the inner
layer would be 0.625 per second, which is relatively high. Note that with that configuration the length of tf
pulse is 1 ms and there is a dead time of 199 ms. This leads to and enhancement factor of 200 approxime



Fig.15: number ofhits per bunch crossing/ squared fiimthree layers plotted versus the Z (incident beam)
directionsfor the ILC[60]

Fig.16. Results.of the beam test, spatial resolution measuréteatigital outputs on the MIMOSA1éhip.
(CERN Beam tests(Jeft 14 micrometer epsubstrate, right lightly doped napi substrafe The sizes are
that of the diodeg35].

2.3.3. Experimental results: The problem of radiation effects

The radiation effects are key tdtain functional detectors at least in the inner part of the detecting
system. We have to fingut the a way to have a tolerance to a moderate value of 1MeV equivalent neutro
irradiation and to ionizing irradiation. Akese twdechniques are go enough t@xplore thalifferent aspects
of radiation effectsThe neutron induced crystal defecther point or extendeld5]and the ionizing radiation
charges the defects polaronstates mainly in oxide@. For the MIMOSAS8 n@articular layout was used
to obtain a radiation tolerant diode or transistdn insulated guard ring is usually put between the p and the
n electrode to deplete the sudsand reduce theidace inversion layekVe have made the irradiation at CERI
Orleans The neutrons were spallation neutrons with a peak energy at around 14 MeV. The dosimetry w:
done with activated nickel. We have demonstrated, that Charge Collectioriefficiency, which is an
important parametedropsgreatly abovel 0" nedcn?. This is a disappointingesultand showed at the time
| had obtained it that this technology could not be used on hadrons machhegedestals, the pedestals
dispersion (FPN) spreadeghemporal noise degrade significantly in this fluence range.



Fig.17. Charge collection efficiency for a standard clocking frequency versus neutron integrated flux. Th
neutrons were obtained from the CERI facility at Orleans Frg88¢37] .

Fig.18: Temporal noise and FPN (dispersion of the pedestals) as a function of rilext{@8] [37].

We canmake a stop ahis problem that is criticaFirst, the drop in CCE can be also accounted to the lack of
fast carrier drift inside the pixel. As the concentration of carriers increases so does the capture rate of th
carriers, this means that the traps fill rapidly and then no collection or only weakcag bexpected. | will

Figl9: CCE and CVF for theixel-arraysirradiated withgamma ionizing radiatiof88] [37].

develop this further on in the next paragraph.



The effects of ionizing radiation were dramatic but this can be accounted taadmation hard design of the
circuit and can be fixed (this had been done sinckither chips). The surface and interfa¢8i/SiO3 can
be hdd responsible for this behaviour due to the positive charging of the oxides as always observed.

Fig.20:Fixed pattern noise on neutron irradiated pixels. The FPN is.due teumiform defect concentration.
Each rectangular is a pixgd7] [65] [38].

Fig.21: FPN of a gammy ray exposed pixel array. This is clearly no marked difference from one pixel t
anotherlrradiation dose 140 kradslo structural defects are created, only oxide charge is mofiZfiéd

In a further analysistep,we have plot an image of the pedestals (FPN) values for first a neutron irradiatec
array and second for.a 137 krads gamma irradiated &saye have alreadyemonstratedeutron irradiation
induces aascade oftomicdisplacementthatare localized oa limited volumeRoom temperature annealing

or irradiation does mean that these primary defects can move and transform but experimental reféfis from
showed that renma confined in a volume thag lower than 10 cubic microns

Fig. 20: shows that some pixels are more affectiean they neighbourby neutron irradiation. This is
consistent with the model already introduced. The-mamogeneous nature of the defdidtribution with
pixel with a lateral dimension of 25 microns is another demonstration of this phenoniéiis a direct
proof of the micron size of the defect rich zorfgg.21: shows contraky to the neutron irradiation that the
ionizing effect aramore homogeneous. This is not due to less contragdtintpis case no bulk effects are
expected an all the FPN is due to thadoutnot the detectiorell which is a bulldevice.

Fig.22 Temporal noise versus offset (pedestal), neutron on the left side and ionizing right side. The others
histograms for the rms noise and the pedeg2alq37] [3] .



We can explore other consequences of the neutron/ionizing irradiation. The left figure shows
dependence of the temporal noise of each pixel with the pe(ef$sak). The degraded pixels have a higher
temporal noise because they suffer from the defattsduced by neutron irradiaticdBomeG-R noise is
generabn in the PIN structure of the pixeThe dependence with the pedestals in stamdseemly linear
butthe pedestal remainsateasonablealue, attesting a limited threshold voltage shidnh theoppositethe
140 krad irradiated pixels exhibitstrong pedestal value amdspatialspread, whichs due to theNMOS
threshold voltage shift and distributiohhe dependence of the temporal noise with the pedestal is not very
strong but seeminglinear. In this case, the noise should be induced by the degradation of the oxides ar
oxides/silicon interfacg which can induce-® noise.The histograms on the right part of figure show for
the RMS noisdistribution;this is possible t@eparateo thedifferent contributions (neutron/ionizing). For
the pedestalistribution,theneutron/ionizing can be easily segi@d, with the contributioof irradiated pixels
centred on zero.

Fig. 23: Power spectral density of the FPN on the neuin@diated array, compared with that of the gamma
ray exposed ondhe frequency is indicated in Hz (this.is a consequence of the softimalesdd|t is a spatial
frequency[27].

In addition to the previousnalysiswe have treated the FPN noise with signal processing methods. The Powe
spectral density of the neutramadiated array.is higher than that of the ionizingdiated one. This shows
that theneutron irradiated contaia signal more important than the ionizing one for the same spatial
frequencies. The ionizing array has a ¢ans(frequency=0) contribution, which can be clearly seen on the
plots.

| can conclude this paragraph with the following remarks. First, MOE sensors with a pixel pitch of the
order of 25 microns are very sensitive to displacermghiced defects resulting in the creation of deep defects
in the sensitive volume of the detector. This is the most difficult problem that can only be solvedyimgst

the pixel operatioprinciple. Second ionizing irradiation induces threshold voltage shift and drop in the CCE
that can be mitigated by using either:

a) Radiation hardness design rules in the layout of the pixel (this was made in mos
designs)
b) Radiaton hard technologies such as SOI or more recently FDSOI

The standard CMOS sensors at the dat20&7-2010 was not able to cope with the constraints of hadron
colliders but it wador for the ILC detectors constrainfBhis was mainly due to the operation mode of the
pixels, whichwas based on diffusion and not on the drift of carriers in the sensitive area. The region belo
the surface is not depleted as it is in the casg/bofid pixels for instance in which an higéverse voltage is
appliedon a PIN structure made on lightly doped silicon.



2.3.4. Simulation of pixel structures

What is clear from the previous studies is the lack of appropriate model to describe the pixel and th
to derive all its properties from it. The simulation tools are very effective to simulate the electronic reado!
and can be reliably usedhe same cabe said of the particle transport codes such as GEANT4 but the
simulation codes for semiconductdevices were not until recentlsel in pixel or detector design. Many
groups have started simulation by the ye#$30 withsimulations codes usually knowmder the TCAD
acronym (Technological Computing Aided Design)

There are two ways to proceed to improve the pixel is to simulate its behaviour. | have made this
the radiation effects, which are the most detrimental to CMOS sensors.

The step toward an ipnovement of th@ixel w;r;t; the neutron induced defects is to first have a good
model to describe the transport in the structlicemake the simulation simpler one can eliminate the readout
from the simulatiorscript,as it does not affect the results.

Most of the results shown here were published in 280R.1 analyse the most important asyssuit
them.

| have used a SilvaeATLAS software to evaluate thbehaviour of the silicon pixel. More
importantly,the deep defects must be introduce in the simulation code with appropriatelvdiae.it was
found that the simulation results were weakly depend on the energy levels but more on the capture cr
sections. This comes from the effect désxut in section &1. We hauwesed the deep level from Table 3 and
the structure from Fig 2dght to obtain the results in F@¢ leftwith 3 active layer thicknesses. The structure
is hit by a charged particle track that we assume generate ekbcti®rpairs along it. Three diffeent
thicknesses were studied.

Fig.24: The computed charge collection efficiency was obtained with a simulated structure partially deplete
in order to takento consideration the carrier diffusip®9]. The deep levels usedrfthe simulation are in
Table3.

Table 3: List of neutron induced deep levels used into the simulation. The captursento®s need are
enhanced to take into considéwatlocal disorder effects



What | obtain using a low voltage bias is a plot of @EE thatroughly fits the experimental one Fig.25
with the effecs of active layer (=detecting layer) thicknedearly appearing.

Fig.25: Neutron effects: signal and systematrors on the hit positioffhe active layer thickness is set from
7.5 microns, 15 microns and 30 microns. A larger structure was used for the simulation ehtieahPALP
(Active Layer Thickness)39].

Thisalsomeans that reducing the actieger thicknesss a way to enhance radiation hardnéssvertheless,
in the case waave studied the effect is low. The doping levethia active layer is set to: 2xP@&m?3. We
find that the best way to increase the radiation hardening is to lower the tey@hipget a depleted sensitive
zone. That has been the trend since then

In the Fig 25 theeffect of a reduced doping leveh the signal is strong. The reduction of the net doping
enhances the signal magnitude by a factor of four to five. This clearly demonstrate that the use of a deple
structure enhances charge collection-and that potentially hard devices can shoulddbenbtee use of
depleted structures small structures.

The other point stems from F&fright. The effect of trap density on the total charge collected remains low
as long as the values are below¥0n?. This limits the use of these first structut@$ow neutron fluences.
When the defect density is very low the dependence of the total signal on active layer thickness is very we

Fig.26: Simulated response ofthreepixel arraywith respect to doping levaind trap density. It is clear that
low doping levels lead to higher siga§B9].



Fig.27 Estimatedsignal on the three pixelas a function of the active layer thickngsxperiment and
simulation)[39].

The Fig26-27 showthat the gynal diminishes when the ALP (Active Layer Thickness) redogis defects
density and the opposite is true at low defect density.rébenstructed impact location is also thickness
dependent. Experimental results with the ALP set toetidayer show that the signal behaviour is also
consistent with the simulatis. | haveused device simulation to evaluate the sensitivity of the point of impact
reconstruction (assuming vertical tracks) on the neutron irradiat&ng the introduction rate of Tal. |

have used a COG methothe error(systematic) is increasas tharradiation fluence increases. The effect
is less marked on thin in depth and small (in lateral dgioer). This shows that the way to improve the
performances it use smaller structurethanthe ones used until now.

The following commentand conclusiosicanbe made following this studfzirst,it seems a reasonable
assumption to use simulation in the design and characterization of pixels as far as the electrical mode
reliable and that reasonable parametersrdreduced into the simation script. In fact the structure that are
simulated in pixel or semiconductor detector design are far simpler structures than the counterpart
microelectronics or nanostructures. MOS structures or bipolar utilize more transport models and paramet
than then simple PIN structures. The second comment is that in many cases the separation between rec
devices and sensitive device can be made in this case. Thizeseasary condition in the case of pixels
comprising some extra transistors devicefeyaunits to dew tens of units) because this reduces simulation
time to reasonable values. One can easily make the simulation on a Lap/Desktop. Thieisass for pixel
structures | will introduce In the following sectionsThe TCAD simulations @des can then be used for
technological evaluation of pixel structures. These are device (semiconductor/insulator/metal) mater
structures. Process development can be simulated (with restrictions) with these tools. | have mainly used tl
for feasibility study of certain structuremt fabricated and not in many aspects studied.

2.4. ~The secondstep forward: other structures studied

Having taken into consideration the shortcomings of CMOS poetisctor,| have pursued my research
in this field with three objectives.

1. First design a pixel witimuchimproved spatial resolutidoy downscaling
2. Second : drastic radiation hardness improvements are sought
3. Use of device simulation is the preferred tool for thigoypse

Following thisprerequisite, | first applied these to the design and the characterization of a pixel base
on a germanium structur&ang Yuchadrom the Toulouse M2 in nanoscienceade some of the work.
used the background of knowledge in Germanneutron induced defect to get an improved picture of the
evolution of defects as a function of time taking into consideration the possible thermal annealing at next
room temperature. Of course these are extrapolatad moderately high temperatudata but for the sake
of demonstration | deduce a first order annealing law that can ddarsevaluation purposeshe effect of
the extrapolated anneal is as expected. Using signal theory or other calculation the effect is that the de
concentrabn saturates after a time duration of a famdredths of thousands of secoriisis corresponds
to a3-year duration. This is a relatively high value with respect to detector utilisation. Thes hgueeare for
germanium that ha®w annealingemperature with respect its secondary point defects introduced after



room temperature neutron irradiatiérar silicon, the deep defects have a much higher annealing temperature
which render this mathematical procedure much more uncertain.

Fig.28: Case of radiatiopotentialtolerance in germaniunthe annealing process derived from a first order
process at moderate temperature the red/right is at 273 Kardackis at 300 K Fluence and time scale,
neutron flux.[66]

To test a possible pixel structure we have here desmmAdalanche Photodiode structuséth three doped
layers zones made with Ge. The total thickness déttiueture is 3ni F U R P HANi¢h Heges the number of
primary electrorhole pairsgenerated by Minimum lonizing Renes potentially less than 240r closer to
100if we consider the slightly-poped zone of 8 cm).

Fig.29: structure used for simulations of s &RD. Plot of the response of the APD versus time for a Minimum
lonizing Particle Track in avalanche made. The reverse voltage was set to ~9 Volts with dimensions being
X 1x P P WKLFNQHVYV 7TKH VWUXFWXUH ZDV D $endddke pZ toneK W
The black curve corresponds to the excitation curve (the NBH).

Signal amplification is made with high electric field induce by the p+n+ junction at the bdttbmstructure
(0.5 micrometers in thickness each). The device simulation of the structure is made using@iMa&8
device simulator and the result is shown in Fig. T2 time response of the structuratce-h pulse is of the
order of 5ns which can seem important for thieucture studiedvioreover,the structure does not latcip.

In this casethat means that it does not shortuit due to the injection dfoles from the p+ doped region or
the injection of kctronsthrough the strcture.In the case o$ilicon APD, a resistor is needed to damp this
effect. The current flow througihe resistotowers the voltage at the APD electrodes and hewnateh it off.
Most results for this structumgere publish i{66]. Moreover,the critical fields for avalanch@ode As an
outcome of thigesearchit is clear that device simulation of tls&ructure isa step thais a preequisite for
device design. The software used here is SPISTEHRATLASand in addition SUPREMdnd ATHENATfor
technological design.



2.4.1. Particle transport through silicon: simulation

We have concluded that device simulation should be used for pixel deteegdopment. This means
that the effects of particle tracks through the structure should be known with some accuracy. This is ot
possible with the help of high energgrticle simulatiorcodes suclas GEANT (GEmetry ANd Tracking.

Table 4: Simulation results made with GEANT4 on silicon pixels (or their equivalent in material budget). V
Kumar (as an Ecole Mines Nantes stujlemade these simulatiof87].

Fig. 30: Simulation of the passage of charge particle through a silicon thickness of 50 mic@Tjeter

We may conclude that the pixel size can be redtwd@@®00 nm in pitch if the thickness of the silicon
Slbstrate is set to less than approximately 50 micrometéues.hit spead is hereshownas less than one
micron. See above Fig0.0ne conclusion is that Gaussian law can approximate the distribubiotie hits.

In otherterms, the distribution is not uniform and the plots above seem to indicaiamal or_orentzian
distribution. In spite of the Lorentziashape, whicHits with the scattering theorya Gaussian simulation
seems adequate

2.4.2. Noise in pxels: computation and simulation

We havesee that thepredicteddetectionefficiency remainshigh enough ( > 986) with pixels
thicknesses down to 10 micrometei&his with a relatively high threshold > 500 eV corresponds to 500/3.6
=140 electrorhole pairsThat also means that the Signal to Noise ratio can be of the order ofd @sbwme



ENC (Equivalent Noise Chargej 14 electrons. Wexpect to reduce thisoise further on by downscag
the deviceThe formula used in paperdicates thathe ENC strongly reduces with the L aWd[56] [57].

Ci is theinput capacitance andhghe transconductance the other terms are defined below.

We hence define the parallel and senesse and compute analytically the two terms:

In addition thereis a low frequency 1/f term (flicker noise)

is a cutoff frequency. and

B ~d+C (thereis an error in the expgeon of Ci)the last tem contains a C prefactor
with

B=C+ Cyq +C Cyd/Cys(3) andnot:

C is the output load capacitance.



The ENCdecreases when the capacitafinput and readout) reduces. For eziesENC, noise the
equivalent-noise charge due to the readout circuit and should be inversely proportional to the capacitanc
both in the input and outputhe ENC series noise is directly related to the Johhsauist noiseof the
NMOS channel. We can reduce it by downscaling. The ENC parallel is proportional to the square root of t
leakage current. This is a Schottky noise and can be reduced by downscabigdhee,as the leakage
current is proportionatio the perimeter or the area of the device (for the surface effect suchiasitihey
effects).The GR current is proportional to the volume of the sensitive device (PIN structure) anditience
bulk effects such as the neutron irradiatiandNIEL). Decrease of the dimenswalso havdavorable effects
on thecapacitancend thetransconductance and hence on the ENC paralleé low frequency noise or
called (Flicker Noise, flickering or fluctuation) is moddhas a ENC 1/f noise and belealke aseries noise
and isbe less dependent on the device size, but can be tedsasg high frequency sampling and
transconductance increa3de next table summarizes ttnends:

Table5: influence of the device geometrical and operation characteristiteaoise of the 3T pixel.



Parameter| Capacitancg Sampling | Trans Temperature | Leakage
rate (1/t) | conductance (K) current
decrease increase | (gm) decrease decrease
increase

ENC decrease decrease | decreases | Not decreases

Schottky applicable

ENC decrease | Decreases| Reaches ¢ Proportional | Not

Johnson limit (KT/C) | decrease applicable

ENC decrease decrease | decrease Not Not

Flicker applicable applicable

Note that thehange in the geometrical parameters W (width of the elemental transistor) and L (lengt
of the elemental transistor) have the following consequence.

a) W decrease: capacitance decrease transconductance increase, possible sampling rate incre
possible leakage current decrease

b) L decrease: capacitance decrease transconductance incresibde gampling rate increase.
possible leakage current decrease

c) Temperature decrease: Johnson an Flicker Noise dec¢leakage current decrease

We can conclud from this discussion thatraductio in sizeis favorableto noisereduction

2.4.3. Global pixel design

We can now give a set of conditions if we want to have an optimal geometry with adequate data flo
compatible with state of the art technologye assume that no other limitations influence our model.
Particularly we set-aside the transport of hégtergy charged particles into with the scattahmsilicon. A
purely numerical andnalytical estimatioffior the effects of downscaling is presented in the following table.

We have used the following parameters:

a) Pixel size or pitch , lateral dimens®n
b) Number of hits per unit are and per seconds.

We then have the following results.

a) Data flow (assuming one bit pixels)
b) Number of pixels per identical array
c) Address length in bits

Table 6below summarizes the results.

7TDEOWL]H RI WKH SL[HOV DUHD QXPEHU RIIKKIRZ ®HU XQLW DUH
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Thesefigures show that choice of a 1 x 1 micrometsguared pixeis still a reasonablehoice,
compatible with the present technologinates indata processing for instanf].

2.4.4, A new pixel concept

| have pursuethis research projebty introducing a n& pixel architect. Simplgaid the pixel reduces
to one singledevice. The device evolves from two distinct pixel @rchitecturiest the DEPFET pixel that
uses a buried gate underneath the channel for current flow modulation, it is a rather big device both in late
size and deptiSecond the CMOS sensor with a sensing photodiode and in its simple 3T biasing and readc
devices.The evolution is shown in the next figure.

Fig.31: evolution from the 3T pixel sensor to the 1T buried gatel. Thepixel is represented as being biased
permanently68] [69] [70].

In order to test the concept we have simyded a MOS structure on whigve have added a buried
gate composed witldeeplevels. The levels use for the test of functionality were substitutional Thms
impurity is a double deep acceptor in silicArheoperatonal principle was studies.iithe impinging particle
give rise toelectron hole pairs that trap the deegevel doped zone for the hole and modify the potential
variation through the structure with a buried gate getting pasdive. Thestructure othe pixel isshown on
Fig. 32 with the corresponding schematic.



Fig.32:Structure of th@ RAMOS usedn the simulation codd=irst,the TRAMOS with trapping centresd
second the proposed Quantum Well with Ge a material of clseief@?2] [71].

Fig.33: Schematic®f the originally proposethtched pixel using the firstesign[42] [72].

Despite a number of drawbacks we shall discuss further on, the device can be introduced in a la
with a control logic, which may be, and effective way of design a binary pixklavieduced number of
devicesHowever, this design still requires some control and biasing lirfes structurgproposecdhere and
called TRAMOS (for TRApping MOS) has a number of drawbaEkst, it needs to be constantly bexso
operate and secofmbw the transport of holes imé trapping layer is not fully understodebr theoperation,
it needs a potential barrier that is made ofaleeps-well at the bottom of the structuie.the figure below
the structure is shown on the left with a deep H amd a trapping region. In this configuratibelowthe
trapping region is also a well for the hoie$oth cases, for a Ge quantum well too. This configamaequires
the use of a highlgoped nwell'to be functionalThe domain in which the holest be collected is very
limited, so that the S/N of such a device should be lower than standard CMOS sensor.

Fig.34: band diagram of the TRAMOS structure together with that of the Ge box strj¢tjrierQ] [69]

To overcome these difficulties | have introduced a further concept whede¢peawell is not present and
hencewith a thickness of the active layer is of a few microns. This layer should be resistive silican



buriedelectrode located a few micronsder the surfacelhis electrode would be necessarystween the
active zone from the bulk of the substrate. | shall describe how it possible to implant a layer deep in the b
(6 microns below the surface).

The buried gate should have the followprgperties:

a) Ability to trap or to localize carriers
b) Ability to discriminate between carriers

The first proposed solution is to use a substitutional impurity alitap holes only. With a Zn doped silicon
layer, this is possible. However, this solution has many disadvantages. First Zn can diffuse during tt
processing of the device. It may act as a contaminant leading to dysfunctionalgidgve instigated the
properties othe Znimplanted layers using a feexperimental techniques such as SINNBS,DLTS and
RamanspectroscopySome of he results were publishéa[67] [71] [69] [70].

What stems from the measurements is that therumealed samples do show some instabilities. This is clear
on the Schottky contacts made for the purpose of Dlniéasurements. The variation of the I(V)
characteristics with time clearly indicate that tmdanted layer is not stablBLTS measurements show that
the levels due to Zn are metastable. The peak vanishes or is strongly quenched from one scan to the other
results of upward scanning are different from the results of downwards scafmenmalAnnealingwould

bea part of the solution at the expense of possible contamin¥ifiermay note that tharinciple of 1T pixel

with doped bued layer was described in some earlier workthate was no following development. In this
case, only a buried yar highly doped with shallow impurities was consideMt have then investigated
another possible solution tircumventthe potential shortcomings of a highly doped layeéh deep levels

The firstis to obtain the same effect than with deep leviéi& solution is to create a Quantum Well for one
of the two carriers and second to have a fabrication process that has a reduced contamination effects.

For thispurposethe use of IHV semiconductorsould be envisaged but that would involve a total gleasf
substrate up to now (Noté.aAn the present day technologies it is stilifficult to make such a process
compatible with a silicon CMOS proce3se fabrication of MISFET is still natandardThe closest device
is a MESFET.

We have proposed to use Ge as the material of choice to make hole quantunGeels be used in SiGe
alloys [73]. The following table shows the results obtained prior this study ositBe layer in a silicon
matrix.

Table7: SiGe structures with their band offsets for different lattice configurations



We can conclude that when using a relaxed or compressivaiged SiGe layer a valence band offset
is created in the SiGe layer. This \Bfset is a well for the holes. Additionally a barrier foratten in the
conductionband arisesvhen the SiGe is compressively strainkdthe case of relaxed or stainkegers,we
should expect a VBvell, which should act as an artificial trap witlsafficient number of states to make a
few holes,trapped in the QWAnalysing the system in a classical approsedds to thestructure here
represented with a buried Ge layg/e have represented in FBp the structure used for simulations and the
corresponding Si/Ge bandiagram.

Fig.35 Quantum wellwith Gematerials, such as constraineadrelaxed Ge. The band offsets are frogh
[73]

Fig.36: part of thestructure, which is activior charge collection and current modulatiand corresponding
band diagram thsoftware used is Silvaco ATLAS.

The abovementionedstructureis the detailed structure and on the right the band diagram of the structure
given by software simulationg/e have done extensive simulations of the propatedce. The particle track

is represented bghe traversindine setting, with anumber of electroiole pair generated of 80 per track
micron. The response to this was studied with quantomections ote 3).



Fig.37: Operational principle of the QWELL pixéDne can observe similarities wittie DEPFET principle.

The evolution from CMOS pixel to the Quantum well structure is shown here. The pixelstrlanesingle
transistor.Biasing scheme fothis device. The device can operate in detection, readout and reset mode
Another mode is the blind mode in which the pixel should be insensitive to charged pptcles

The device has three op#ion modes represented in figure (Big.we can summarize below:

a) TheDetection Mbde in which théJpper gate is negatively bias®date=Val <0. In thismode,vVdd
and Vss can be either grounded or kept at Viyatkis mode the transistor is off

b) The ReadoutMode:the upper gate is positively biased to switch the transistor in the On iuzle.
Drain is positively biased and the source is biased in current fosés the only mode where power
is dissipated.

c) The reset mode in which the source is neghtibiasecand such is the case for the balid the drain
grounded An electron flow from the source is injected irettvhole transistor and through the QW
with holes recombiningThe gate ispositively biase@lhe substrate is grounded that the electrons
flow through the buried gate.

d) Another mode exists in which th#éper gate, Drain Source ageounded and so is the bulk, the holes
in the QW should remain trapped and no increageto ionizing particles should occur.

Fig. 38:simulation of the pixein detection and readout modéso hard reset is made the pixel seléets
after around a few tens on microseconds. Hard reset can be made by injectingsaledtrenrQWELL.
Alternatively, by extracting holes from the well byasing the source and drain positively or the substrate
strongly negativelythe gate being unbiased positively biasedA top bulk p+ contact would be very useful
for this purposé42].

Thesimulations results show thagaod responsis obtained for the pixel. A goaensitivity is obtained for

a 10 micrometres thick structure. A significant signal is obtained #00 e/h pairs signal

A conversion factor (CVF) of 15 nAjfgvith respecto a signal otained with no illumination) isbtained on
a device of 1/04um aspect ratio with the source load of 6dtrespoding to a CVF of up to 100 pV/ér
hole in this case).



The simulations have shown that the proportion of 50% of Ge in the buried gate is necessary for go
operation.With this in mind the device has a good linearigyobtained for signals down to less than 200
electrons. The behaviour is closer to a loganithdependence for stronger sign@aother simulation with

the lifetime of the holes arelectrons set at 100 mhowthat the device is still operational with readout times
up to more than 10 microsecond$e potential for radiation hardening agaidisplacemeninduceddefects

is established we considethat,the lifetime is the essential parameter used in this simulation.

Fig.39: Simulation with a carrier lifetime set to low value in order to evaluate hardness pdéjtial

2.4.5. Simulation techniques and-physics

The structure proposed here is at a scale that misansarefulsimulatiors strategies are necessary.
The semiclassical approacto semiconductor.devideehaviour fails is the dimensions of the device are too
low (reference needédnd this is the case in nanoscale devices. In our caskntleesion are close to the
micron scale. This means that in a first simulation approactrahsport can be treated & semiclassical
way. The driftdiffusion transport model is used to make the transistor mode simulafuesistatic
characteristicare obtainedhis way.The use of guantum correctioissnotnecessaryA. Tenartrepor). The
dimensions of theleviceand especially thecale of the buried gate imposes to check the effects of quantum
confinement and effects on transpoAs a limited number of models are impleneshin the simulations
software, we canse:

a) SchrdodingeiPoissonmodel which is a recursive method to determine the Eigenfunctiins
the system is steady state this is accurate but is time consuming especially liniSDot
adapted to transient simulations for this reasmtause it would need solving tbeupled
Schrodinge-Poisson equations at each sté@pis approach was one of the first used for
quantum well modellingThis may be used in 3D at the expense of simulationffifie

b) Density gradient modethis model isbased ora transport equation derived from a quantum
(effective)potential /.

The sacalledWigner distributio function is used in this case defined as

U is the densityoperator andi-the reduced Planatonstant

We can deduced moments of the distribatio determine the observabl@fie density operator deduced
from thecanonicaldefinition.



This approach ibased on the definition of a density matrix with fiefgerators(instead of wave functions)

is the space representatidrhe time evolution of the system can also be calculated from the Schrodingel
equation.The density operator is equal to 1) I"(x)> which turns out to be dependent on time. In
Simulation ¢ Ultra-Small GaAs MESFET Usin@Quantum MomenEquations[75] [76] [77] It is then
possible to derive the evolution of W(x,p) with tilsued then deduce thiansient evolution of the systeBy
differentiating Wwith respect to time By introducing the energy of the carriensthe bandsve haveU =
im*v2 +ik BT +U, including the thermal energy.

In addition,the Uqis the potential Introduced bgfrate, Grubin and Ferijyf6].[77] . The Bohmpotential can
also be used, it is considered as a quantum potentla imrmer paper of David Bohm.

The quantum potential is expressed by the following formula:

With this inconsideration,ite calculation of the transport equations is far less complidatedhave
used this simulatio scheme successfully indmertional simulations. The case 8D is more complicated
but cannot be easily simulated both becausth@flongsimulations time if the case of SP asometime
failures of the simulation in the density gradient approach.

2.4.6. Associated technologies

The way to fabricate #se structures isow underthorough investigationNe have separated thgo
possible options. The most difficult question is the way to obtain a buried layer with the appropriate propertit
The first option is ion implantation and the second is epitaxial graldeéhcan combine the two techniques,
as we will show in a following paragraph.

2.4.6.1.Associated technologies : ion implantation

The most straightforward way to obtain the buriggel is to use ion implantation. The problem here
is to get ions energies well abave 1MeVthreshold in order to have a range in the material that does exceec
the value ofa few hundreds of nm. Implantation at loveerergiesnduces a tail withthe implanted impurity
density at nomegligible values at the surfaddigh-energyion implantationcircumvent this effect at the
expense oflefect creation in the zone extending from the surface to the peak impurity concentatiuave
made the followingexperiments

a) 1MeV Zn ion implantation for peak concentrations oféxon=.
b) 1 MeV Geimplantation fora peak concentration abo6gl10?* cnm®
c) 14 MeV P implantation for a peak concentration of*tens.



Table8:

Goal lon Substrate Energy Doses Substrate temperature
Implanted layer Ge Implantation | High resistivity silicon | 1MeV 3x10Y cnr? Room temperature (300 K)
Q well wafer

100 ohm.cm
n-type buried layer | P implantation High resistivity silicon | High 5x10% cnr? Room temperature (300 K)

wafer energy

100 ohm.cm 14 MeV
Trapping layer Zn implantation | High resistivity silicon | 1 MeV 10* cnr? Room temperature (300 K)
Implanted layer wafer

100 ohm.cm

25 uym @ 5V SCz

400pF/cm
Implanted layer Ge Implantation | Low resistivity silicon| 1MeV 3x10Ycm? Room temperature (300 K)
Q well wafer 1 ohm cm

0.8 um @ 5V SCZ43

nF /cn?
n-type buried layer | P Implantation Low resistivity silicon| High 10 cnr? Room temperature (300 K)

wafer energy 14

MeV

Trapping layer Zn Implantation | Low resistivity silicon| 1 MeV 10%cnt? Room temperature (300 K)
Implanted layer wafer

lon implantationwith acceleratorat these energies is not a standard mater@igssing technique.olng

processing times are necessary for tigh ldosesequired (Gen Si).

Table9: measured doses and fluxes

Incident Angle 15| Measured lon Measured Flux (electrodes) | Duration
degrees Integrated Flux cm3st
(electrodes)
P 5x102 cnr? P5+ 1.17x106° 7mm5s
Ge 2.28x107 cnv? Ge 1.84x102 2070 mn
Zn 1x10 cnr? Zn' 7.15x10° 23mn20s
Table 10: summarizing th&IMS results for the Zmmplantations
HR SIMS BR | Background SIMS' HR | Background SIMS HR | Background
RBS Oxygen 1el6 cm3 Oxygen 1el6 cm3 Césium | 2el17 cm3
Cyril Bachelet | Incident_ | ?? Incident ??noisy Incident | Peak
lons®Zn | Peak lons®Zn | Peak ions
0.0025 peak | Al 1.3x10%cnT3 Al (NI) 10%cns B1 2.1x10%cnt®
1.25x10%%nt3 I=6x10%cnr? I=5.6x10%cnT? I=1.14x10%cnT
2
A2 1.2x10%cn? A2 10%cm® B2 2.2x10%cnt3
1=6.2x10%cn? 1=5.22x10%cn I=1.3x10%cnr?
2
A3 1.7<0%m® | A3 1.2x10%cnt®
I=5.7x10%cn?
1=8.7x10%cn?
A4 4x10cns A4 (up to| 1.2x10%cnm®
peak)
I=2x10%%cnT?
A5 (NI) | 10%cnt3
1=2.2x10%cnr?
HR (peak
10%cnr?
SRIM Peak Peak position
simulations 2.4x10%cnT3 704 nm
Measured:
722nm




Table 11: summarizing th&IMS results for theGeimplantation

Ge Quantified Cs | Quantified 72| Quantified Cs+ | ’Ge | Quantified Cs RBS
BR Negative Cs+ ions| Ge | Positive HR initial simulated
Secondary Ge € MCs+ H | Secondary lons negative measured
Si lons Positive R | Peak position Secondary Si Ge | spectrum
Secondary 559 nm lons (Cyril
Peak position lons Background Peak position Bachelet)
647 nm Peak position 1x10%cnm? at 658 nm
Background: 551 nm : Background
10cnr3 Backgroundx 1x10cnr®
10*cnm®
C1 3x1C¢t cm® D1 | 1.3%10%cnT® C1 ?7? not available HR: 7%
3.5x10%%cnm?
1=1.25X10"cnT? I=5.0x10"cn?
C2 2.5x1G¢* cm® D2 | 1.3%10%cnT® C2 ?7? not available BR:9 %
4 5x10Pcm®
1=1.08x1G"cn? 1=5.04x10"cnr?
D1 1.8x1G%n® C3 2x1Ccnr®
I=7x10cnr? 1=8.5x10"%cnr?
D2 C4 6x10%cnT?
1.8x1G%n®
I=7x10cm? I=2x10%cnr?
D3 No Signal C5 2x1C%ent?
1=8.64x10cnT?
SRIM | Peak position: | Peak =
646 nm 4.58x10%cnr®

Table 2: summarizing th&IMS results for theghosphorous implantation

Al (test calib| Peak (5e18cH3) Background 1=1x10*cn? | Integral Peak Position
sample) L0Men?
A1W24004 (BR) | Peak(x10%cnt3) Background:I=1x10%cm? | 3.4x10%cnv?
A2W2404 (BR) Peak{x10tcnT3) Backgroundi=1x10%cm? | 3.7x10%cnm?
A3W2404 (BR) Peak(%10%cnT3) Background:I=1x10%%cm? | 3.7x10%%cnm?
A4W2404 (BR) Peak(No) Background=1x10'%cnv?:
SRIM Peak(410'%cnT?) 6.18 pm
6.00pm measured




Table 13: Rapid simmary of the resultor Ge and Zn

Measured Measured Measured

integrated Flux | IntegratedFlux | Integrated Flux

(SIMS) (SIMS) corrected from
the 15 inciden
angle

647 0.5450.57 x 10%| 1.141.3x10* cm? | 0.9998 x 1&* =
cnr? high resitivity 0.9657 x 1& zn
high resistivity with Cs cn?

0.84 x 16%n?

with Oxygen (low
resitivity)
?GeMCs+ 1=5.04x10"cn? 2 28x10¢" cnt?

2GeMCs- I=1.25X10"cnm? 2.28x107 cn?

The simplestway to check the concentration profie SIMS (Secondary lon Mass Spectrosqogyhe
implantatiors were made at the EMIR/Jannus facility in SacMpst of the results have been publishéd
[71]. The SIMS measurements giv@@file thatis close to thexpected one. SRIM simulations. The quasi
Gaussian distribution is observed with SIMS andgbsition of the peak concentration fits with the SRIM
simulation. The difficult part concern the magnitude of pgeak. The abrasive ion here is usually Cs
(Caesum). The molecules are thehen accelerated arahalysed using mass spectromefigr Phosphorous
than is well characterized is silicon the correct value were fdtordhe Zn and Ge it was a bit more difficult.
The concentration were corrected for ib&ope proportions in naturalement.

The SRIM simulations wenmadecorrected for a Td=20 eV ara incident angle of 15 degreekhe
angle of incidence 15 degrees only accounts fattenuatiorof a factor of 0.98overestimation of the flux
and integrated flux but has more important effect orctimeentration profileThe Ge("’Ge) concentration
profile is not homogneouswith respect to position on the sampl&he peak concentration measuveas
25% of theatomic density(>10%?.cm®). This value wabtained after malloy calibration method. The
maximumvalue isbelow 506 of the atomiaensity, whichs the peak value need for a correct operation of
theprojected deviceThetargetintegratedlux was

a) 3x10'cm?2with an introduction ratef approximately2x10tcm® this corresponds ta peak
concentrations 6x10* cm3.

b) The SIMS measured dose was 2.29%bn?this corresponds to a peaoncentration of
5.8x1Fecnm2.0r 12 % of the atomic density.

c) We have measureslich valuebelow this target with the Oxygen incident ions and above this
target with the Cso that the peak concentration leween thesevo values. The difficulties
for implanting at suchigh fluxesand durationmain explain the discrepancies.

d) The positive MCs ions give higher value thanilegative ones, ME

Fig, 40: Ge concentration profile (left compared with RBS and SRIM simulations), right SIMS only profile.



The expected Zr(®*zZn) integrated flux was tbe 13*cm? corresponding to a peak concentration of
2.5x10'8 cm3, with an introduction rate of 2@ 0*cm™.The results of the SIMBieasurements were:

a) The measured integrated flux wassapected 0" cm?, using the electrode curreigsee table
)

b) There is a discrepancy between the integrated flus measured wiils,tvich higher than
that measured with oxygen ion.

c) The peak concentration is enerage1.83x13% cm® for Oxygen incident ions arél95x1063
cmi? integrated flux, below the value both measured tandetedthis is obtained on low
resistivity samplesOn the higkresistivity samples the peak concentratisn 1.2x10® cm3
correspondingo : 5.45x16°cm?

d) ForCs incidentons,the results on HR samples show an average integratedfflix22x164
cm?2 and a peak concentratiarf: 2.15x138 cn3, above the measured values by 20 %. This
could beexplained bythe presence in the secondary ions of species with the same Charge t
Mass Ratio of the Ge secondary io@therwise,although lowerthe peak concentration
correspondso the target valuby -11% to-24 % thatis verygood, if we consider that the
implantation is inhomogeneous, which is probed by the electrode current.

Fig. 41: Zn implantation profilgleft resistivity 100 ohm.cm, right low resistivity 0.1 ohm.cm with Gaussian
adjustment. On the left Rutherford Backscattering results and SRIM simulation.

The phosphorous®tP) targetintegrated. fluxs 5x102cm? and themeasured integrated flux with the
electrodes 5x10' cm? , (with . an introductionrate of :1.8x10* cm! at 15 degreeseacs to a peak
concentration of : @10 cn3, this is below the targefThe results of the SIMS measuremeants then :

a) The average measured integrated fhith Oxygen SIMSwas:3.91x10' cnm?

b)-The corresponding peak concentration waeasuredon average:6x10® cm® that is
comparable to the target value obtained using the target implantation amildtiection rate
derived from SRIM simulationdNo measurements with Cs as the incidens weremade
here.

Fig.42: P distributionprofile on a lowresistivitysampleg0.1 ohm.cm(SRIM simulationand SIMS results).
On the right noAamplantedsampleImplantationenergy:14 MeV.



Fig.40 showsll theresults of the high energy ion implantationth the profile of the Ge concentraticand
thelimitation of the technique

A conclusion that can be dravisthat the position of the peak concentration fits in all cases studied
here with the SRIM simulations. This is true for the B® and P ionsThe density of implanted ions is
controllable using these implantation techniques as well as the low ersrdgsts onedhe problem comes
from thedefect control and the profile which is not abrupt enough be able to use such implanted structur
such as the Ge and and Zn, However P implantatignbmaised at this energy as it.

2.4.6.2.Associated technologiescharacterization

The main question is now related to the properties of thesed layersThe two possible problems
aredefects characterization and control within the implanted layer and above. The second is the stabilizat
of the layer to avoid angiffusion at room temperatuthat could prevent the stable operation of the device.
For this purpose, we use the following experimental techniques.

a) Ramanrspectroscopythis technique is nedestructive:and give information on the coupling of
the phononsvith incident light

b) Deep Level Transierpectroscopy, whicimvolves a MOS,; PNPIN, Schottky structurand
give quantities related to the electrical properties of defects, capturesexigm energy levels
and densities.

Raman spectroscopy results othe implanted layers:

The defects and the impurities together with some opineperties can be revealed by Raman
spectroscopy if they have a high concentration or perturbgtefisantly the crystal lattice to add or
substracted vibrational modg&3] [79] [80] [81] [82].

For silicon the range in the bulk silicon which contributes toRhman signais of the order of 500
nmabove the peak concentration of the and Zn ionswith thea laser wavelengtlof 488 nmin thegreen
blue region of the speciraFor the Renishawpparatusthe incident wavelengtis 532nm (green)according
to the vendor.

First,thespacegroup isFd3m for silicon (diamond structyrghepointgroup inSchoenefliess notation
is On. Using the experimental results from numerous contributions and the making simulations from tt
Bilbao Crystallographic center, we have deduced that for the diamond structure, only oadisshgrder
mode is allowedThis coresponds in Mulliken notation to the followingpresentations.The Mulliken
symbol corresponds to the dimension of tharahterof the irreducible representatiohis of dimension ®r
triply degenerate. See Taldd-15for silicon like structure.

Tog, , Which ( ¥) gives a triply degenerate mode at the ceatehe Brillouin zone. It is dirst order
optical mode. As there are 2 atoms per ungll in silicon the number of phonon modes is 3x2 = 6 with 3
acousticand 3 optical branche3he first order optical branches contribute to the first order Raman lines.
When g, modes are observeatlen the other modes are notgAnd Exg modesdependingon theincident
light.

In this configuration the selection rulssows that th& we observe the 2, modesthe other modes
cannot be observed.



Table 14 Table of characters of thex@roup (left) andable of the allowed first ordétaman modes (right)

Tablel5: first order selection rules (left) aridght) second order selection rulalowed modes in bold

There are one first order Raman mode and teesend order modes. One of the secomter mode
is an overtone of thierst order 3degenerate mod&his main Raman mode initicon at first order is the 520
cm? line in Stokes mode which is due to thiplyr degenerate optical phonon ©(center ofBrillouin zone
k=0 [83] . Second order modes allowed for thikcon give rise to the lines observed in the spectimm.
Germanium due to the differences.in the elastic constant (Hooke Law) and datigtantsthis mode is
observed at lower frequency shifts at 300%cm

31P (only) implanted sample (100):
We find the same lines as in thegrswn silicon:

They ardisted as so.:70 crh(difficult to resolve, due to the filter300 cm! and the 520 criwhich
characteristic of a S6i mode,a620-670 cm! which is a weak feature, the 940 émnd 970 crit double
feature also observed in-ggown material at 430n¢*640-970 cmt, slight shift to lover energiesThe line
at300 cm! is a 2TA mode of higér order found in agrown silicon. Other features such as the 250%cm
mode is difficult toresolve as it is a weak signal as well as ingiewn samplesThe Ramanlines belowthe
520 cm? line are commonlyascribed to second orderodes andre not well identifiedln [84]]. Transverse
Acousticalmodesare foundn the implanted sample (they should B&&der or higher).

The residual silicon dioxide present in tgper part of sample shoubtdt contributeo the spectrum as it has

a few nanometers in thicknesbhe silicon dioxide is transparent for visibight. Comparison of the P
implanted sample with the reference sample or the spectrum obtained on-thmplaotied zone of the sample
show no shift for the characteristic: 520 thme, which is characteristic of crystalline silicoiith the present
resolution, this means that in the sample depth investigated no compressive or tensile strain can be obse
in the silicon matrixThe conclusions thatthe P implanted zone is out of reach of the Raman investigation,
being located 6 pner more below the surfac&he defects created by the implantation havénfluence on
thespectra becaus# the dose isoolow. SRIM simulatios supportthis conclusion



The average introduction radetermined by the SRIM simulatisis of the order of0.1displacemerst
per angstrom x ion for atarget depth of 6 microns, this is 6000 nm or 60000 Angsttbimsneans that each
ion displaces 6000 atoms in the zone above the peak P concer{@atdnn total). This leato 6000 atoms
/ surface unit xntegrated flux, or writtewlifferently 6000 atomssblume unitx integrated flux= introduction
rate.For anintegrated flux of 5x10' cm? the concentration of primary displacemeist®f the order of
30000 x 16 cm?, hence 3x10*° cm® in the region above the phosphorous peak concentration. The
consequence of this thatin the region down to 500 nm below the surf#ice introduction rate for the
vacanciess of the order of 1000 ctthat yields alefect concentrain below the 18 cm® limit. In thiscase,
DLTS should be used to characterize thedects,as for the low resistivitysamples the doping level is
significantly largerat around 18 cm. This will be made in a further work.

Fig.43. Raman spectra in Stokes mode of éasgrown silicon samplé¢left) and on theP implanted sample
(right)
64Zn (49 %, in natural abundance,(ZnO output of the cathode) implanted sample (100):

In 1-MeV Zn implanted samples theg@k concentration is close 10*® cm®and the peak is located
~600 nm below the surface making the contribution of the Zn and the implantation induced defects significa
This has major consequences. First the@B0 cm' overtonedoublet is much reduced in magnitude and the
twofold Lorentzian is now less clear. The 5207ciime sees its magnitude much reduced, théshaps
originating from a high defect density in the Si layer investigated. The spectra show a feature at @@@ cm
a similar amplitude witlsimilar lines at100 cm* and are the same #ise ons found in agyrown silicon with
a higher magnitude. A shoulder appears on the left of the 520isenwhich origin is unknown. Although
this line seems to be slightly shiftemthe left (this could be the effect of this shoulder) the effect is too small
to be accounted for, given the present resolution of the spectrum. The 1@8agnbe attributed to a Zn (Si
Zn) mode as th&Zn (substitutional) has a higher mass tharfiBeatom the frequency shoube lower that
the SiSi mode (I shall discuss this conclusion in a future wWofthe 960-970 cm' overtoneline has avery
low magnitudgdivided by 75, and the same can be said of the magnitude afttaeacteristics 1in620 cm
line,) factorof 2000.

Fig.44 Raman line®f Zn implanted Silicon
Natural Ge ("°Ge,’*Ge) implanted sample (100):

Germanium Raman Lines:



TheRamanspectrum of th@atural germanium single ctgds have been publish as early as 1[85J.
As insilicon,the Raman spectrum fatst order redees to a single line at 300 &rthis corresponds to the 520
cmit line in silicon. This is always at room temperatuiBs].

Weinstein and Cardona have identified the second order germanium lines if8ZR7Bnere is a
shouldertriple line feature 556660 cm* which is an overtonef the 300 crit first order line feature (2
phonons)

There are also a triple line shoulder in the-180-200 cm', which was observednd is due to a
second order mode as it was seen in silicon.

Now we may studyhe Ge implanted silicon &ing first a material close &5iGe alloy with because
of the near surfacenitial disorderdue to the implantation has a very high defect comagon. Some
constraints due to lattice mismatch should exist.

SiGealloys:

Raman spectra on SiGe strained layer epi structures have been pubinteed98986] [88] [78]
[89]. Prior to this Feldman Ashkin and Parker found a dependence aOthsode in SiGe alloys witkhis
formula: As the SiGe is a disordered alloy it can be described. by the usual way. A Modified Random Eleme
Isodisplacement Modes$ used in these casé3hang and Mitrd90] introduced itin 19681971 for mixed
crystals.This is simple in fact as it takes into account the proportion x of the specieaAnixed crystal :
AxBixwhere B is the other species. The force constants are not determindidielyralationwith x but by
a condition at the limit x=0 and x=This model appliedo the long wavelength optical modes. K close to
zero.

Raman shift=389+£ 2 +(0.5+£0.1) x-cm® wherex is the silicon concentration in percentagkis is
nottrue in more recent studies in which theGe optical mode is found in SiGe alloys in a wide concentration
range. Alonzo and Winer found the 280-tiine in SiGe that remains detectable in material hav@ey
proportionshigher than 28 % . This line in not present.in asimplanted sampledMore recenthO. Pa@s,

J. Souhabi,. J. B. Torre&,.V. Postnikovand K. C. Rustagi[88] studied the SiGe alloys with Raman
Spectroscopy.

For these alloys according to Pages and al. the mode shifts linearly from 286 860 cm' when
the Ge proportiox shiftsfrom 20 % to 100 % of the atomic density.

The SiSi modefollows a linear shift from the 520 chof the line to 460 chhwhenthe Ge proportions
vary from 0 to 100%.

The StGe mode has its line locatatl 406 cm! for 50 % Ge in the silicon matrior x=10% line is
located a#l00cm™ and x=95% the line is located at 395tm

With this inmind,we could determine the Ge concentraiiothe probed layer
Implanted Samples:

The presence of ne at 450460 cm! should be interpreted by the presence of a-Si mode in a
surroundindattice with aconcentratiorof Ge close to 100%-owever,this line is dominant in this sample,
which should not be the case in a region with high Ge concentrations.

However,the presence of a line at 350 ¢roould suggest that the second erd®de of Si are still visible.
These are second order acoustical modes. This is difficult to understand as the overtone mode’at&70 cm
vanishedThe acoustical modes should be Issssitive to the disorder



Fig.45:Raman spectrum of th@e implantedsilicon.

We have performed a thermal anneal at 850 de@@eksius to remove the near surface defects

Fig.46: Raman spectrum of the Ge implanted and annesgiedn.

The only marked difference in the spectra is the existence of a 430iomin the implanted and
annealedsample. This line could be due to theG mode with 500 Geproportion butsome explanation
should be given for the shift to higher frequencidserefore he effect of both disorder and strained should
be introduced in the analysis.

Quantitative analysis andinterpretations:

The paper from Renucet al.[91] [92] hasenablel the determinatin of theGrineisen coefficiestn
the silicorgermanium alloys. The results are as follow if& ey ss So:

a) GeSimode at401 crh: ¥1.2 +/0.1
b) Ge-Ge mode at 29¢m™: ¥1.13 +/0.1
c) Si-Simode at 520 crh : ¥1.13 +£0.11 in dicon.

Whenthe pressure is increased then the Raman shift is increased so it is straightforward to conclu
that the Raman shift increases when the lattice parameter reduces (hydrostatic pressure used so that the
is isotropic).In addition; SRIM simulations showhiat the material should be heavily damaged in the first 1
pm below the surface. It has been shown that the first 50affeds the Raman spectr#t. was showrtoo
that a thermal treatment up to 800 degrees anneals all the neutvoed defects. We have to take into
consideration two effects. The disorder due to displacements and the introduction of Ge atoms have to
considered with the effect of strain imetimplanted layer.

450 cm! line: observed in theasimplanted sample.

Some tailing towardshe left {ow shift9 is observed for the 45800 cm! but the may effect is to
make the 520 crhfirst order line vanishA 450-500 cm! single Lorentzian shape, this shape is closdhe
siliconline.

It was shown thaheshapesfound in SiGe with a low Ge proportion (weak peaksethe50-100 cm
1 (difficult to distinguish signdlas well as a 350 chrsignal. Other authors have obsera@b cm'® and 490



cm! line featue in neutron irradiated silicothe first being close to the very weak B00 cm’ feature found
in our samples, and of course the 48D cm' single Lorentzian shape.

We havealso observethe presence of a broad 150 (2 lines) feature.
430 cm! line: observed in the annealed sample.

The 430400cm? line it can be agibed to SiGe mode

As theGruneisen coefficiestare given by:!l—.l.l L FUand that¥ 1.2 we can deduce th480-400

_ 1 | N 1T 4&;9

=30 cmrand theng L r&ywand > L 5E
I I

u—jL Fréxuwnd hence.—jL FratsL Ft&"

L Fraxu At first order this gives the following relation:

This shouldmeanthat thezone that contributes to the Raman sigaatompressively strainedhe
300 cmt line is near identical to the linésund in unimplanted silicon. The line (TA high order) is uaciged
by implantation as it wa®und inneutronirradiatedsilicon. The450-500 cmt single Lorentzian shagppear
in thespectra as we have observed in our samples.

In Ge implanted Si the 470 chean be attributed to the same mode as in amorphous siieamay
conclude that thé50-500 cm' shape observed in our-amnealed samples is digtwo thesuperpositiorof:
a) The shift of the 5 cm* Si-Si line due to the strain in the upper part of the region
(tensile in this case , shift to lower wavevect@isl the disorder
b) The GeSi line which is due to the buried layer with high germanium concentration
which is compressaly strained

As we have showrhe 330 crtt large line carbe attributed to G&emode with the effect of disorder
the shift to higher wavenuper being the result of thecompessiwely strain GeSi layer in the GeSi layer
buried layer. The Griineisaoefficient for SiGe is of the order g&-1.2 for this SiGe material and does not

. v ~
strongly depend on the composition: T L FU

The shift is 330300 =30 cml, thus'—© L Fra{ and'—ZT L FO.09 and if we consider the volume of a
sphere oany volume shape, the radius r (or linear size) at first order varies as:

N )
u— L Fra{

This leads to: '—:‘: -0.03

Conclusions:

This small demonstration shows that the lattice should be compigstiagned in thevolume with a
Ge proportions at its highesof a few tens of percent$he lattice constant is reduced lyy to2 %.

The lattice mismatchetween Sand Ge ide: (5.64613Ge)-5.43095Si))/5.43095 = 0.0396763=4 %
of the silicon lattice constant.

This means that Ge should be coesgsively strained, and Si tensely strain@dir results showhat
the SiGe is compressively strained which is favourable for the operation of the Quantulredéeise in this
case thdormation of a Valence Band Deep Quantum wé.300.35 eV depths possible.

DLTS results on the implanted layers:

For thehigh-energyZn ion implantation some DLTS results have been obtained on Schotitgcts
formed by the evaporation of a Al layer on theype high resistivity samples. A bad rectifying struetig
obtainedbut a capacitanceersus voltage platan bemeasuredand with some DLTS spectveere obtained
(credit F. Olivie LAAS) Prior tothis, DLTS measurementgere made on miiome maddLTS system in



Saclay onHPGe sampledt is planned tausethis system to characterize thefects on the P implanted
samples.

The resultsshow the existence of substitutionah with the characteristic deep acceptor level. The
other shallower level iscreeneffjuenchedandcannot be observed in our spectra. Hmeimplanted layer
has a defectoncentration, whichs close to the net doping levéls no thermal anneal was made on the
samples the concentration profile and the local defect configuration may be sensitive to applied electric fie
This means that nquantitative conclusion may be made at this stage of the skhéystrain on the upper
part of the sample can also be establisiibdseechnologies could be usable for large structures with a buried
gate of around 100 nm in thickness am&microndevice size. This is about one order of magnitude above
the goal of a 100nm pitch pixel.

2.4.7. Future: Epitaxial growth and outlook

The use of ion implantation is not the sole option for buried layer fabrication. The other way to obtai
athin ( =< 20 nm) SiGéayer is to grow an epitaxial layer of Ge ona buffer layer of Si on the silicon substrate
This is now under study with partners at &S] [94].

This technique will be more adequate than ion implantation fofutiiee structures with thin buried
gates.Moreover, the defect control is easier to make than in implanted. ldyeesidition tothis, the
condensation technique is under evaluation in our implanted Ge ld#tyeonsist in the use of a thermal
oxidation of a SiGe layer. As this thermal oxidization acts preferably on the Silicon atoms, the ne:
oxide/interface beconsedepleted in Si and enriched in @G&is technique-is used industrial applications.

We are now investigating its use for the realization of Ge enriched and Si epitaxially grown SiGe layer.

The use of CVD to epitaxiallgrow. Ge on Siand Si on Ge structures is now fully under investigation,
with the participation of the C2N and other CNRS laboratories.

3. Conclusions:

Theresults we have attained in the development of the SiGe buried gate could allow the fabrication o
large TRAMOS/DOTPIX structure sucs thisonewith a 1-:10 micrometepitch and with a thickness less
than 100 micrometer$he buried gateshouldthenbe located then be approximatéit0micrometesbelow
the surface. Suchsdructurewould needsimulationwork to check itdinal characteristic3However,because
of its futuredimensionswe are now mor@terested in the developmentagitaxiallygrowth structures with
the performance as we have already simulated. No definitive conctusiay te drawn straightaway. The
development of epétructures ismow under studyandwill continue in thenear future.

Note 1: In a TPC detector, the aim is the same the reconstruction of the track is possible trough the ti
dependence of the current signahich is collected at spatially distributed electrodes

Note2: The pseudorapiditKis defined by K -In(tan(72))
Note 3 : MIMOSA stands fafMinimum lonizing particle MOS Active pixel sensor)
Note 4 / MAPS stands fdvlonolithic Active Pixel nsor

Note 5: it would be preferable to study the annealing process at temperatures close to the operation
temperature, especially if some reverse annealing may occur. This is a valid conclusion for the future
designs.

Note 6: using GaAs would be interestigrivestigate but this is a specific field of research
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