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Abstract

Herein, a numerical model is developed for investigating the appropriate operating conditions for obtaining porous membranes from PVA/water system. The main interest of such novel polymeric system lies in the use of water as solvent instead of classical organic solvent. In that context, the membrane formation involves three coupled and interdependent phenomena: phase inversion, crosslinking and solvent evaporation. The mass transfer model involves thermodynamic description by Flory-Huggins theory, specific diffusion formalism for dilute system and external mass transfers in free convection. Since the system evolves from monophasic to diphasic region during membrane formation, the diffusion formalisms were adjusted depending on the composition path to simulate the solvent and catalyzer evaporation. The simulations exhibit that due to mass transfers occurring concomitantly to phase inversion and crosslinking, the operating conditions (final temperature, catalyzer, initial solution thickness) must be carefully chosen to ensure the formation of a porous membrane with PVA/water system.
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1. Introduction

Polymeric membranes are usually fabricated by phase inversion methods: a thermodynamic instability is provoked from homogeneous polymeric system by temperature and/or composition change, thus inducing the formation of a lean polymer phase (the pores of the membrane after solvent extraction) and a rich polymer phase\(^1,^2,^3\). Dry casting method, which involves a polymer/solvent/non-solvent system, was the earliest method used to prepare polymeric membranes. The composition path of the system is initially within the monophasic region (homogeneous polymer solution) and then different evaporation rates between the solvent and the non-solvent lead to a phase inversion once the composition path enters the diphasic region. Starting from a binary polymer/solvent system, TIPS (Thermally Induced Phase Separation) is another method based on rapid temperature decrease below the UCST (Upper Critical Solution Temperature) of the system\(^4,^5,^6,^7\). Nowadays, the most common phase separation method for manufacturing polymeric membranes is NIPS (Non-solvent Induced Phase Separation) method, which involves non-solvent intake into a polymer/solvent system. Water is classically used as the non-solvent and NIPS can be divided in two processes: (i) wet process (or immersion process) that consists of immersing the polymer solution (collodion) into a water bath\(^8,^9,^10\) and (ii) VIPS (Vapor Induced Phase Separation) process where the collodion is exposed to humid vapors\(^11,^12\). VIPS process allows preventing the formation of macrovoids since the mass transfers occurring during the process, i.e. water intake and solvent extraction, are strongly reduced\(^13,^14,^15\).

As a consequence, phase separation using non-solvent coagulation of a polymer solution being the most widespread industrial process to manufacture membranes, large solvent quantity is then use that it complicates the overall process and may lead to environmental and health problems. Knowing that polymer concentration is usually in the range 15-20 % and coagulation and washing baths require to be often renewed, large amounts of aqueous solutions must be treated. Recently, a novel generation
of membranes, based on an original phase inversion method and using water-soluble polymer has been developed by our group\textsuperscript{16}. Our objective was to develop a novel process for membrane mass production in agreement with the principles of green chemistry. The main technical and economic output of using water instead organic solvents should consist in a simplification of the manufacturing process by lowering wastes and recycling. The aim is to prepare membranes using either water-soluble commercial polymer like PVA presenting a lower critical solution temperature (LCST). Consolidation of the film structure is carried out by chemical crosslinking to prevent the resolubilization in water. Mastering this process is very appealing but needs to fully understand the interplay between phase separation, crosslinking and mass transfers as temperature is raised above the LCST. The membrane formation mechanisms has proven to be even more complex than for classical membranes since three phenomena take place concomitantly: phase separation, mass transfer due to evaporation and chemical crosslinking. Understanding and controlling the coupling between both phenomena is crucial for determining the best operating conditions leading to the target membrane morphology. In a previous paper dealing with the preparation of PVA/water membranes, our group exhibited that both the final temperature and the nature of the catalyzer strongly affect the final membrane morphology (either dense or porous). Indeed, the challenge was to ensure an efficient crosslinking after the membrane structure was fixed but before the composition path leaves the diphasic region and comes back to the monophasic region. A modeling approach could thus be very useful for better understanding the link between the mass transfers, the phase inversion and the chemical crosslinking reaction involved during the membrane formation.

During the last twenty years, several models have been developed to simulate the mass transfer phenomena in polymer systems, and hence to predict the composition path followed by the system during membrane formation. The simulation results have helped a better understanding of the final membrane morphology obtained in specific operating conditions. Anderson and Ulman published the first paper dealing with modeling approach for dry casting process\textsuperscript{17}. The model has been improved year after year to take into account more precisely the boundary conditions\textsuperscript{18}, then to consider the gas
phase resistance to mass transfer and to introduce mutual diffusion coefficients rather than self-diffusion ones\textsuperscript{19,20}. Later, the coupling between mass and heat transfer has been integrated in the model\textsuperscript{22,23}. Efforts have been also made about the diffusion formalism used in such models to predict more precisely the mass transfer rates during the phase separation\textsuperscript{24,25}. Lee and coworkers integrated in their model a convective contribution to mass transfer due the density change in the solution\textsuperscript{26} and in specific cases, heat transfer within the solution was solved to obtain a non-uniform temperature along the membrane thickness\textsuperscript{22,27}. Concerning VIPS process, recent models have been developed during the last decades, allowing to better understanding the relationship between the processing conditions and the final membrane morphology\textsuperscript{28,29,30,31,32}.

Herein, we developed a numerical model based for mass transfers not only prior but also during phase inversion, in order to predict the composition path during LCST-TIPS process and to identify the best operating conditions for obtaining a porous membrane at moderate temperature. The numerical model takes into account both the solvent and catalyzer evaporation during the process and aims at simulating the composition path during the whole process, even after the phase separation started. In the first part of the paper, the system will be precisely defined and then the model will be described. In the second part, the model will be validated using experimental data, and in a third part the model will be used to identify the best operating conditions to form a porous structure.

2. Material and methods

2.1. Materials

A PVA with a degree of hydrolysis (DH) of 72% and a degree of polymerization (DP) of 672 was chosen for this study. PVA was supplied by Synthomer. Aqueous glutaraldehyde solution (25%), hydrochloric acid (37%) and sulfuric acid (95%) were purchased from Sigma Aldrich and used as received.
2.2. Preparation of polymer solutions

The aqueous solutions of PVA (10 wt% of polymer) were maintained at 80 °C under stirring for 4 h to remove the crystalline structure of highly hydrolyzed PVA\textsuperscript{13}, before they were cooled down under the LCST to dissolve the polymer. Prior to membrane preparation and characterization, all PVA solutions were kept for half a day at room temperature to remove air bubbles.

2.3. Membranes preparation

The whole membrane preparation procedure has been detailed in a previous paper\textsuperscript{16}. PVA/GA solutions prepared at 10 wt% of PVA and 0.5 wt% of GA and using diluted hydrochloric or sulfuric acid were cast onto a glass plate with an automatic coater (K coater Erichsen). The glass plate was rapidly put on a heating support at the desired temperature (60, 70 or 80 °C) in an elaborating chamber where the relative humidity was controlled (50% RH in these experiments). The temperature ramp was fixed at 35 °C/min.

2.4. NMR measurements

Pulsed field gradient NMR spectroscopy was used to measure self-diffusion of water in the polymer solution. By use of a gradient, molecules can be spatially labeled, i.e. marked on their position in the sample tube. If they move during the following diffusion time (\( \Delta \)), their new position can be decoded by a second gradient. The measured signal is the integral over proton NMR peaks. The NMR signal intensity is attenuated depending of the diffusion time (\( \Delta \)) and the gradient parameters (\( g \), \( \delta \)). This intensity change is described by:

\[
I = I_0 \exp[-D \gamma^2 g^2 \delta^2 (\Delta - \delta/3)]
\]  

(1)

2D-DOSY (Diffusion-Ordered Spectroscopy) NMR experiments were performed at different temperatures with a Bruker Dual z-gradient probe head capable of producing gradients in the z direction with strength 55 G cm\(^{-1}\). The DOSY spectra were acquired with the dstebpgp3s pulse program.
(2D sequence for diffusion measurement), using double stimulated echo for convection compensation and LED, using bipolar gradient pulses for diffusion and using 3 spoil gradients\textsuperscript{34,35}.

All spectra were recorded with 8 Ko time domain data points in the F2 Frequency axis and 16 experiments (F1). The gradient strength was logarithmically incremented in 64 steps from 2% up to 95\% of the maximum gradient strength. All measurements were performed with a diffusion delay $\Delta$ of 50 ms in order to keep the relaxation contribution to the signal attenuation constant for all samples. The gradient pulse length $\delta$ was 2.2 ms in order to ensure full signal attenuation.

The diffusion dimension of the 2D DOSY spectra was processed by means of the Bruker Topspin software (version 2.1).

2.5. Model description

2.5.1. Position of the problem

The membrane formation mechanisms using the PVA/water system are quite different as those involved with classical polymer/solvent systems since the phase separation is induced by increasing the temperature above the Lower Critical Solution Temperature of the PVA/water system (LCST-TIPS process). As PVA is water soluble, a crosslinking step is necessary to prevent a solubilization in water during further use. A chemical crosslinking was performed here, using glutaraldehyde (GA) as crosslinker and chlorydric acid (HCl) as catalyzer. It was demonstrated that the crosslinking reaction was rapid and occurred concomitantly with the phase inversion\textsuperscript{16}. Since the phase separation process was conducted in open conditions (polymer solution exposed to air), mass transfers occurred during the process between the solution and the external environment, i.e. water and HCl evaporation. Consequently, three phenomena are coupled during membrane formation: (i) phase inversion, (ii) crosslinking, (iii) mass transfers from solution to air.

The model presented herein aims at better understanding the link between the process conditions and the final membrane morphology obtained by LCST-TIPS method, for the PVA/water system. In this respect, the mass transfers of both water and HCL evaporation will be described and modeled.
After a preliminary discussion dealing with the modeling strategy, the geometry of the model will be presented and the thermodynamic laws used in the model will be described for both components; the mass transfer model will then be detailed: the continuity equation and the dimensionless analysis, the initial and boundary conditions, the diffusion formalism and finally the external mass transfer correlations.

2.5.2. Modeling strategy

In order to control the operating conditions, and hence the mass transfers between the casting solution and the external environment, the LCST-TIPS process was performed into a fabrication chamber were the relative humidity, the temperature ramp, the target temperature and the air flow was controlled.

Depending whether the system is in the homogeneous or diphasic region during the membrane preparation, different strategies were chosen: before phase separation, i.e. when the composition path was still in the monophasic region, mass transfer in the homogeneous polymer solution was considered, thus involving both Flory-Huggins theory for describing the thermodynamics of the polymer/solvent system, and a mutual diffusion formalism. Furthermore, when the composition path was in the diphasic region, Flory-Huggins theory was still used to determine the chemical potential of water and PVA. Assuming that the polymer concentration in the lean polymer phase was negligible, simple diffusion formalism for water and HCl in pseudo homogeneous solution was used in this phase. Besides, the small molecules were assumed not to diffuse in the rich polymer phase because of very high polymer concentration. Fig. 1 summarizes this modeling strategy, depending on the composition path in the phase diagram. In the monophasic region, classical diffusion equations dedicated to diffusion of small molecules in polymer solution were used; in diphasic region, we were only interested by the diffusion of small species in the lean phase mainly composed of water, assuming a good connectivity between the pores in formation. We assumed in this model that the impact of the chemical crosslinking on the diffusion rate of the small species was weak for two main reasons: first,
the phase inversion was reached quite rapidly (less than 45 s) and secondly, during this short period, we can expect that the crosslinking was not sufficient to strongly reduce the diffusion ability of the small species. Once the phase inversion began (after the composition path crossed the cloud point curve) the diffusion occurred in the lean polymer phase, thus the crosslinking did not affect the diffusion rate.

The thin polymer solution (1 mm thick) was placed onto a heating plate, which was set at the targeted temperature (60, 70 or 80 °C). The calculation of the Biot number in those operating conditions, with free convection for air motion above the casting film, exhibited that the Biot number was much less than 0.01. Flat temperature profiles were thus expected in the casting film and it was therefore not necessary to solve the heat transfer within the film. Nevertheless, a simulation of the temperature ramp was included in the model, from the ambient temperature (20 °C) to the final temperature. So, the impact of the temperature on the whole transfer parameters (thermodynamic parameters, diffusion and mass transfer coefficients...) were taken into account in the model. For instance, the diffusion coefficients of water and HCl were correlated to the film temperature at each time step.

2.5.3. Geometry

The geometry for mass transfer in this system corresponds to the experimental conditions for membrane formation (Fig. 2): the polymer solution was experimentally cast onto a glass plate (1 mm height) and then placed onto a heating plate in the fabrication chamber where the relative humidity was controlled. One-directional diffusion along the vertical axis was assumed in the model. The gas phase next to the top side of the polymer solution was characterized by its temperature $T^\infty$ (gas temperature) and relative humidity RH.

2.5.4. Thermodynamics

- Water

A thermodynamic model based on Flory Huggins theory was used to express the Gibbs free energy of mixing for the polymer/solvent system. Preliminary experiments were performed to verify that the additives (glutaraldehyde) did not affect the phase diagram of PVA/water system. Indeed, in a previous
study, using a PerkinElmer – UV Lambda25 coupled with a Peltier temperature programmer, we demonstrated that the presence of GA in the polymer solution at such a low concentration (0.5 w%) did not strongly affect the cloud point temperature (less than 2.8 %)\(^{16}\). The Gibbs free-energy-of-mixing for PVA/water system can be expressed as:

\[
\frac{\Delta G_m}{RT} = n_1 \ln \phi_1 + n_2 \ln \phi_2 + \chi n_1 \phi_2
\]  

(2)

Where \( n_i \) and \( \phi_i \) are the number of moles and volume fractions of component \( i \), \( R \) and \( T \) the universal constant and the temperature, respectively. \( \chi \) is the solvent/polymer interaction parameter. Subscripts 1 and 2 refer to the solvent and the polymer, respectively.

The chemical potential of each component was calculated from the previous expression and is expressed as follows:

\[
\frac{\Delta \mu_i}{RT} = \frac{\partial}{\partial n_i} \left( \frac{\Delta G_m}{RT} \right)_{n_j, j \neq i}
\]

(3)

For the solvent and the polymer, the expressions of the chemical potential are thus:

\[
\frac{\Delta \mu_1}{RT} = \ln \phi_1 + \left( 1 - \frac{V_1}{V_2} \right) \phi_2 + \chi \phi_2^2
\]

(4)

\[
\frac{\Delta \mu_2}{RT} = \ln \phi_2 - \left( \frac{V_2}{V_1} - 1 \right) \phi_1 + \chi \frac{V_2}{V_1} \phi_1^2
\]

(5)

\( V_1 \) and \( V_2 \) are the solvent and polymer molar volumes, respectively.

\[ \text{- HCl} \]

For modeling the mass transfer of HCl, the thermodynamic model used in this study involves equilibrium data for water/HCl solutions at different temperatures, thus neglecting in a first approach the influence of the polymer on the equilibrium curve. Henry’s law was therefore used in this model.
2.5.5. Determination of the interaction parameter between water and PVA

The interaction parameter $\chi$ between PVA and water depends on the temperature and is classically expressed using the following equation:

$$\chi = A + \frac{B}{T}$$  \hspace{1cm} (6)

A and B were determined using experimental data obtained at the thermodynamic equilibrium at different temperatures. In the system presented in this study, the phase separation is expected to occur once the temperature exceeds the LCST. At equilibrium, the chemical potential of each compound in the lean and rich phases is equal, expressed by:

$$\left\{ \frac{\Delta \mu_i}{RT} \right\}_\text{lean} = \left\{ \frac{\Delta \mu_i}{RT} \right\}_\text{rich} \quad i = 1, 2$$  \hspace{1cm} (7)

Replacing by the expression of the water chemical potential (Eq. 4) gives:

$$\ln(\phi_1)_\text{lean} + \left(1 - \frac{V_1}{V_2}\right)(\phi_2)_\text{lean} + \chi((\phi_2)_\text{lean})^2 = \ln((\phi_1)_\text{rich}) + \left(1 - \frac{V_1}{V_2}\right)(\phi_2)_\text{rich} + \chi((\phi_2)_\text{rich})^2$$  \hspace{1cm} (8)

At a given temperature, the interaction parameter can therefore be deduced from Eq. 8:

$$\chi = \frac{\ln((\phi_1)_\text{rich}) + \left(1 - \frac{V_1}{V_2}\right)(\phi_2)_\text{rich} - (\phi_2)_\text{lean}}{(\phi_1)_\text{lean}^2 - (\phi_2)_\text{rich}^2}$$  \hspace{1cm} (9)

For monodisperse polymer, the interaction parameter is easy to determine from the binodal curve (which is also the cloud point curve) because the composition of the lean and rich polymer phases can be directly deduced from the curve (Fig 3). However, for a polydisperse polymer, such as PVA, the cloud point curve does not represent the composition of both phases; in this case, different curves must be determined depending on initial polymer concentration (coexistence or binodal curves) (Fig 3). The phase diagram of the PVA/water system has been studied previously\textsuperscript{16}, and the data of the phase composition depending of the initial polymer concentration were used in this study. Indeed, the interaction parameter was calculated using Eq. 9 for different initial polymer concentrations ($\phi_2_{\text{init}}$) and different temperatures. An expression of the interaction parameter was obtained for each initial
concentration, therefore different couples A and B were obtained and the final expression of the interaction parameter was thus given by:

\[ \chi = A(\phi_{z_{\text{init}}}) + \frac{B(\phi_{z_{\text{init}}})}{T} \]

(10)

With \( V_1/V_2 = 1/N \). Finally, using the data of the PVA phase diagram, the parameter B was shown to weakly depend on the initial concentration, therefore the final expression of the interaction parameter was given by:

\[ \chi = \left[ -0.013 \times \ln(\phi_{z_{\text{init}}}) + 1.1563 \right] - \frac{2002}{T} \]

(11)

Where \( \phi_{z_{\text{init}}} \) is the initial volume fraction of PVA and \( T \) is the temperature.

2.5.6. Mass transfer

In this mass transfer model within the polymer matrix, several assumptions were made: (i) no transfer of polymer in the air, (ii) ideal gas behavior in the gas phase, (iii) gas-liquid equilibrium at the film/air interface, (iv) the excess of volume due to mixing was neglected. When the system is in the monophasic region, a diffusion formalism specific of diffusion in the polymer matrix was used. In the diphasic region, the diffusion coefficients were determined based on the assumptions of (i) pseudo-homogeneous lean polymer phase and (ii) a good connectivity allowing diffusing up to the air/solution interface. Based on these assumptions, the mass transfer model equations for the solvent diffusion in the polymer solution were derived as follows:

\[ \frac{\partial \rho_1}{\partial t} - \frac{\partial}{\partial x} \left( -D \frac{\partial \rho_1}{\partial x} \right) = 0 \]

(12)

Where \( D \) is the mutual diffusion coefficient between the solvent and the polymer and \( \rho_1 \) is the mass concentration of component i, defined by:

\[ \rho_i = \frac{\phi_i}{\hat{V}_i} \]

(13)

\( \hat{V}_i \) is the partial specific volume of component i.
Due to solvent evaporation, the mass of the solution decreases during time, thus leading to a displacement of the upper boundary. A coordinate transform was therefore performed to fix the boundaries between 0 and 1:

\[ X = \frac{x}{H(t)} \]  

(14)

Using this coordinate transform, Eq. 12 becomes:

\[
\frac{\partial \rho_1}{\partial t} - \frac{x}{H(t)} \frac{\partial H(t)}{\partial t} \frac{\partial \rho_1}{\partial x} - \frac{D}{H(t)^2} \left(-\frac{\partial \rho_1}{\partial X}\right) = 0
\]

(15)

2.5.7. Initial and boundary conditions

The initial conditions for this system are written as follows:

\[ \rho_i(0,X) = \rho_{i0}, \ i = 1,2 \]

(16)

\[ H(0) = H_0 \]

(17)

At the substrate/solution interface, impermeable boundary conditions were considered:

\[ X = 0, -\frac{\partial \rho_i}{\partial X} = 0, \ i = 1,2 \]

(18)

At the air/solution interface, Neumann conditions were considered to take into account solvent evaporation:

\[ X = 1, -\frac{D}{H(t)} \frac{\partial \rho_1}{\partial X} = J_{ig} = k_1 \left(\rho_{1g}^i(T^i) - \rho_{1g}^\omega(T^\omega)\right) \]

(19)

\( \rho_{1g}^i(T^i) \) is the water mass concentration in the gas phase at the air/solution interface (at the temperature of the solution T) and \( \rho_{1g}^\omega(T^\omega) \) is the water mass concentration in gas phase at infinity (at temperature T^\omega). \( k_1 \) is the mass transfer coefficient for solvent transfer, which will be discussed later in the model description.
The water concentration in gas phase bulk ($\rho_{1g}^\infty$) can be deduced from the relative humidity (RH) in the bulk. The water concentration at the air/solution interface ($\rho_{1g}^i$) depends on the water activity $a_i$.

$$\rho_{1g}^i(T^i) = \frac{a_i P_1^0(T^i)M_1}{RT}$$  \hspace{1cm} (20)$$

$$\rho_{1g}^\infty(T^\infty) = \frac{RH P_1^0(T^\infty)M_1}{RT}$$  \hspace{1cm} (21)$$

$P_i^0$ is the vapor pressure of component $i$ and $M_1$ is the molar mass of water. The activity is expressed from the chemical potential by:

$$a_i = \exp\left[\frac{\Delta\mu_i}{RT}\right]$$  \hspace{1cm} (22)$$

The HCl concentration in the bulk gas phase is null; at the air/solution interface it is deduced from thermodynamic data.\(^3\)

The position of the air/solution boundary can be determined by the following expression:

$$\frac{dH(t)}{dt} = \sum_i \frac{J_{ig}}{\rho_i}$$  \hspace{1cm} (23)$$

where $\rho_p$ is the polymer solution density.

### 2.5.8. Diffusion formalism

In the monophasic region, i.e. before the composition path enters into the diphasic region ($T < T_c$, $T_c$ the cloud point temperature) and after it leaves the diphasic region to go back to the monophasic region (at higher polymer concentration), the small molecules will diffuse in a concentrated polymeric matrix. In the last decades, several formalisms have been proposed to express the mutual diffusion coefficient involved in Eq. 12 and 15 as a function of the self-diffusion coefficients. Vrentas and Duda have proposed the first diffusion formalisms for binary solutions, and the formalisms have been extended to ternary systems. For binary systems, Vrentas and Duda proposed an equation
relating the mutual diffusion coefficient \(D\) to the self-diffusion coefficient of water \(D_1\) and to the thermodynamic properties of the polymer-solvent system:\(^{42}\):

\[
D = \frac{Q\varphi_2 D_1}{1-D_1/D_1^*} \tag{24}
\]

\[
Q = \rho_1 (\partial \mu_1 / \partial \rho_1)_{T,P}/RT \tag{25}
\]

\[
D_1^* = RTM_1/\rho_1 \xi_{11} N_A^2 \tag{26}
\]

In eq. 26, \(\mu_1\) and \(M_1\) are the chemical potential per mole and the molecular weight of the solvent, respectively. \(R\) is the gas constant per mole, \(\xi_{11}\) is a friction coefficient, \(T\) is temperature, and \(N_A\) is Avogadro’s number. Nevertheless, the relationship between \(D\) and \(D_1\) was shown to be only valid for very low solvent concentrations (near \(w_1 = 0\)); this is a strong limitation for our systems, whose polymer concentration are about 10/20 wt%. Consequently, another model was used in this work, which extends the validity domain to a wider range of polymer concentration\(^{43}\). This model substitutes the denominator of Eq. 25 by the following expression:

\[
A + B\varphi_2 + C\varphi_2^2 + E\varphi_2^3 \tag{27}
\]

\(A, B, C,\) and \(E\) are constants and they can be determined from restrictions on \(D_1/D_1^*\) and on \(D\)\(^{43}\). Finally, the equation of the mutual diffusion coefficient related to the self-diffusion coefficient is given by:

\[
D = \frac{Q D_1}{a\varphi_2^2+(1-\varphi_1)(1-2\varphi_1)} \tag{28}
\]

\[
\alpha = \frac{M_1 \varphi_1^0}{M_2 \hat{V}_1^0} \left( \frac{D_1}{D_2} \right)_{w_1=1} \tag{29}
\]

\(\varphi_1^0\) and \(\hat{V}_1^0\) are the specific volumes of the pure solvent and the partial specific volume of the polymer at \(w_1 = 1\) (pure solvent), respectively. \(D_1\) and \(D_2\) are the self-diffusion coefficients of solvent and polymer at \(w_1 = 1\), respectively. Since the whole parameters were not available for PVA/water system, RMN data were used to determine the self-diffusion coefficient of water at different temperatures and
different PVA volume fractions. $D_2 (w_1 = 1)$ was estimated by well-known results for diffusional behavior in infinitely dilute polymer solutions$^{44,45}$.

Using Flory-Huggins theory to describe the thermodynamics of the polymeric system, Eq. 25 can be expressed as:

$$Q = (1 - \phi_1)(1 - 2\chi \phi_1) + \phi_1/y$$

(30)

$$y = M_2 \hat{V}_{20}/M_1 \hat{V}_{10}^0$$

(31)

$\chi$ is the interaction parameter between polymer and solvent.

The values of the parameters used in the diffusion formalism are reported in Table 1. The self-diffusion coefficient of pure solvent as a function of temperature was found in literature$^{46}$.

### 2.5.9. External mass transfer

The external mass transfer coefficients were calculated by empirical correlations derived in free or forced convection. Free convection, which involves air motion that is induced by a density change in the vicinity of the air/solution interface, was chosen for these simulations since the experiments are commonly performed in such conditions.

The following correlation was used to express the mass transfer coefficient $k_i$ versus the Grashof number $Gr^{23,47}$:

$$\frac{k_i D_{ig} L_{y_{air,lm}}}{\gamma \alpha_{air,lm}} = 0.816 (Gr \cdot Sc_i)^{0.2}$$

(32)

The Grashof number ($Gr$) allows calculating free convection due to density difference caused by composition gradients and/or temperature gradients near the air/solution interface:

$$Gr = \frac{L_2^3 g \beta(T) \rho_{air}(T)}{\rho_{air}(T) \mu_{air}(T)} \left| T^i - T^\infty \right|$$

(33)

And the Schmidt number ($Sc$) is expressed as:
\[ \text{Sc} = \frac{v_i}{D_{ig}} \]  

(34)

\(v_i\) is the viscosity of the air at the interface, \(T^i\) and \(T^{\infty}\) are the temperatures at the interface and in the bulk, respectively. \(D_{ig}\) is the diffusion coefficient of water or HCl in gas phase, \(\mu_{\text{air}}\) and \(\rho_{\text{air}}\) are the dynamic viscosity and the density of the air at the bulk temperature. \(L_c\) is the characteristic length of the system (half the length of the casting solution in this case), \(\beta\) is the dilatation coefficient of air, and \(y_{\text{air},\text{Im}}\) is the mean log of molar fraction of air between the air and the interface.

The whole physicochemical properties used in the model were taken from handbook tables and the model takes into account the fact that the physico-chemical properties \((\mu_{\text{air}}, \rho_{\text{air}}, \beta)\) depend on the temperature.

The diffusion coefficients in gas phase were deduced form the following equation\(^{31}\):

\[ D_{ig} = \frac{1.43 \times 10^{-7} T^{1.75}}{PM_{ig}^{0.5} \left[ (\sum V_d)^{1/3} + (\sum V_d^{1/3})^2 \right]} \]  

(35)

\[ M_{ig} = \frac{2 M_i M_g}{M_i + M_g} \]  

(36)

### 2.5.10. Numerical algorithm

The system of partial differential equations that described the mass transfer phenomena were numerically solved in one-dimension (x-axis) using finite element software: COMSOL Multiphysics® 5.1. The mesh was refined in the vicinity of the air/solution interface, i.e. in the region where the concentration gradients were expected to be the highest (\(X = 1\)). A variable time step was used in order to improve the numerical resolution.
3. Results and Discussion

3.1. Model validation

3.1.1. Characteristic time scales

Before using the model to predict the composition path according to the operating conditions, it should be first validated using experimental data. Since it was quite impossible for this system to obtain local measurements during membrane formation, the model validation was performed using a specific experiment. Indeed, two characteristic time scales can be deduced by a visual observation: (i) the time at which the composition path enters the diphasic region because the phase separation induced a whiteness of the film, and later (ii) the time at which the system leaves the diphasic region if the crosslinking was not completed. Indeed, if the system leaves the diphasic region and go back to the monophasic region before the end of the crosslinking, the whiteness should disappear because of phase inversion reversibility. In this case, the residence time in the diphasic region can be experimentally deduced. If the crosslinking is efficient enough to fix the membrane morphology when the system is still in the diphasic region, the whiteness will be maintained even after the system crossed the cloud point curve to go back to the monophasic region.

For most of the experiments, the crosslinking was achieved when the composition path leaved the diphasic region, and hence the whiteness was observable until the end of the experiment. The SEM data obtained at various temperatures (60 °C, 70 °C and 80 °C) and for two different catalyzers (HCl and H₂SO₄) confirm this assertion (Fig. 4): SEM photographs reported in Fig. 4b to 4f exhibit porous structures for these operating conditions.

However, the disappearing of the solution whiteness was observed for one specific operating condition tested, i.e. the experiments conducted at 60 °C with a temperature ramp of 35 °C/min, under 50% RH and using HCl as the acidic catalyzer. Fig. 4a confirms this visual observation, since a dense membrane structure was observed for those specific experimental conditions. Moreover, the residence time in
the diphasic region could be estimated (time between the appearance of the solution whiteness and its disappearance) in this particular case. In parallel, the model can predict the composition path in the same operating conditions (Fig. 5) and hence both experimental and numerical results were compared to validate the mass transfer model (Table 2). With regards to the time needed to cross the cloud point curve for the first time, i.e. the time necessary to enter in the diphasic region, the model was shown to be in good agreement with the experimental results (40 s for experiments and 46 s for simulation data). Visually, the disappearing of the whiteness was observed for the aforementioned operating conditions after about 580 s. Concerning the numerical results, because of the solvent evaporation underlying the creation of concentration gradient, different time scales could be obtained depending on the height in the solution. As the composition paths are different at \( X = 0 \) (bottom) and \( X = 1 \) (air/solution interface), the residence times into the diphasic region are different too. Table 3 reports that at \( X = 0 \), the numerical results predicts that the system reached the cloud point curve after 573 s but after only 421 s at \( X = 1 \). To compare to the experimental observations, the highest value should be kept since as long as a layer of the solution is in the diphasic region, the whiteness should be visible. Consequently, the model predicted that the residence time in the diphasic region is equal to 527 s, in very good agreement with the experimental observations.

### 3.1.2. Concentration profiles

Fig. 5 exhibits that the composition paths are very different at the bottom and at the upper interface of the casting solution. This result arose from the creation of concentration gradients in the vicinity of the air/solution interface due to solvent evaporation. Indeed, the solvent evaporation led to an increase of the polymer concentration near the upper interface; since the diffusion within the solution is very slow (diffusion in homogeneous polymer solution), the diffusion rate of solvent from the bottom of the solution to the upper interface was not as rapid as its evaporation to the air. In this context, the composition path at the upper interface (\( X = 1 \)) is deviated on the right side in Fig. 5 until the cloud point curve is reached at the bottom of the solution. Then, due to phase inversion, the diffusion of solvent was easier because water can diffuse easily within the lean polymer domains within the
polymer matrix and the concentration gradients tend to decrease, thus deviating the composition path at X = 1 on the left side before crossing the cloud point curve.

Fig 6. reports the simulated concentration profiles of polymer at increasing time scales (before and after the phase separation began), which allow illustrating this phenomenon: concentration gradients are formed in the vicinity of the upper interface before phase inversion (10 s, 20 s, 40 s) and then once the phase inversion started, the concentration gradients were reduced because of faster diffusion of water toward the top of the casting polymer film (60 s, 100 s, 200 s, 300 s). It should be noted that the concentration profiles formed in the homogeneous solution (prior phase inversion) are localized in a small region near the upper interface, thus validating the fact that the composition at the bottom of the cast solution was chosen for validating the model. Indeed, the nearly whole film was white and homogeneous.

Fig 7. represents the variation of the weight fractions of PVA at X = 0, X = 1 and the average weight fraction versus time. This figure confirms that before phase inversion the curves relative to X = 0 and relative to the mean weight fraction are almost identical, which arises from the formation of strong concentration gradient localized in the vicinity of the upper interface. During this period, the polymer concentration at X=1 is expected to rapidly increase because of solvent evaporation and slow diffusion within the polymer matrix (0 – 46 s). After phase separation and due to an increase of the diffusion coefficient, the solvent diffusion is easier in the polymer matrix (from the bottom to the upper surface) and therefore the PVA concentration is expected to increase in the whole casting solution (46 – 421 s). Once the composition path at the upper interface reaches the cloud point curve (around 420 s), the solution is expected to change from diphasic to homogeneous due to phase inversion reversibility. So, the diffusion of solvent is reduced only locally first, but it is enough to create a barrier, and the PVA concentration is expected to strongly increase again because the solvent evaporation is now faster than its diffusion in the polymer solution. Since the cloud point curve is expected to be reached at different time scales depending on the depth in the casting solution, a front of phase separation fade-
out will occur until 573 s, time at which the whole solution is expected to be homogeneous because the cloud point curve is crossed in the whole solution (it corresponds to a polymer volume fraction of 0.175 in Fig. 5 and Table 2).

The reliability of the model developed in this work was thus demonstrated, allowing us to use it as a predictive tool for better understanding the relationship between the operating conditions and the membrane formation mechanisms.

3.2. Influence of the final temperature on the composition path

Our group previously demonstrated using an experimental approach that the final temperature could strongly affect the membrane morphology, the other parameters being identical\(^\text{16}\). Using HCl as the catalyst, at 70 °C and 80 °C, porous membranes were obtained whereas at 60 °C, a dense membrane was obtained, suggesting that the composition path went out of the diphasic region before the end of the crosslinking, i.e. before the membrane morphology was stabilized. A goal of this modeling approach was to explain these results using quantitative data on mass transfers occurring during the membrane preparation and the influence of external parameters on the final membrane morphology.

So, simulations were carried out for two other target temperatures: 70 °C and 80 °C. For these simulations, in agreement with the experimental conditions of membrane formation, the initial solution thickness was not modified (1 mm) and the external parameters were kept constant (external temperature, relative humidity, air flow conditions). Fig. 8 represents the composition paths for final temperatures of 70 °C and 80 °C and the two positions in the system (\(X = 0\) and \(X = 1\)). Table 3 reports the characteristics time scales obtained from the simulation results. Fig. 8 demonstrates that the composition paths exhibit similar trends for the two different target temperatures. At the bottom of the system the composition path is exactly the same for both final temperatures since the composition did not change until the final temperature was reached (due to low diffusion, the effect of the evaporation at the upper boundary did not affect the bottom boundary yet). At the air/solution interface, the water evaporation affects the composition path and induces the formation of
concentration gradients, as for a final temperature of $60 \degree C$. The composition path at the upper interface is therefore deviated on the right side prior to phase inversion and once the cloud point curve is reached at the bottom ($X = 0$), the simulations exhibit that concentration gradients are expected to weaken, thus leading the composition path to enter in the diphasic region at $X = 1$.

Fig. 9 represents the PVA concentration profiles at increasing time scales for final temperatures of $70 \degree C$ and $80 \degree C$: before phase inversion (20 s and 45 s) for both conditions and when the composition path was in the diphasic region for each point in the solution, i.e. at the upper interface and at the bottom (20 s to 350 s for $70 \degree C$ and 20 s to 260 s for $80 \degree C$). Those curves exhibit similar results as obtained at $60 \degree C$ with stronger concentration gradients near the upper interface at higher temperatures. The final time scales for plotting the profiles (350 s and 260 s at $70 \degree C$ and $80 \degree C$, respectively) correspond to the times just before the exit time from diphasic region. The profiles show that the higher the final temperature, the stronger the polymer concentration gradient, which is due to the fact that the evaporation rate increases with increasing temperature, as shown in Fig. 10. At $80 \degree C$, the evaporation rate is two times higher than at $70 \degree C$ and three times higher than at $60 \degree C$ at the plateau. The time to reach the plateau corresponds to the time needed to reach the target temperature, i.e. 68.6 s at $60 \degree C$, 85.7 s at $70 \degree C$ and 102.8 s at $80 \degree C$. At the end of the plateau, the evaporation flux decreases once the composition path at the upper interface reaches the cloud point curve, because the upper part of the polymer solution will become homogeneous due to phase inversion reversibility, thus strongly reducing the diffusion coefficient of small molecules in the polymer matrix. Due to faster evaporation rate, this characteristic time scale is reached earlier at high temperature, i.e. $80 \degree C$ in this case.

Finally, those curves demonstrate that the final temperature clearly affects the composition path and especially the residence time in the diphasic region. The model exhibited that a temperature increase of $10 \degree C$ induced a decrease of the residence time in the diphasic region by 45% between $60 \degree C$ and
70 °C and by approximately 33% between 70 °C and 80 °C. This result confirmed that the evaporation rate, and hence the solvent loss rate, is not proportional to the target temperature.

3.3. Influence of the catalyzer on the composition path and the membrane morphology

In the same time, our group demonstrated in a previous paper that the final membrane morphology was directly linked to the choice of the catalyzer: using H₂SO₄, porous membranes were obtained whatever the final temperature (60 °C, 70 °C, 80 °C) whereas using HCl, different morphologies were obtained at 60 °C compared to 70 °C and 80 °C: at 70 °C and 80 °C, a porous membrane was obtained as demonstrated by SEM observations, but at 60 °C the final membrane morphology was dense. More precisely, a whiteness of the polymer solution was observed but after several minutes, the whiteness disappeared, suggesting the loss of porous structure, which was confirmed by SEM analysis. The following operating conditions were used for those experiments: initial temperature of 20 °C, temperature ramp of 35 °C/min, relative humidity of 50% and casting thickness of 1 mm. Since porous membranes were obtained using H₂SO₄ as a catalyst, the evaporation of HCl was suspected to be responsible of this loss of porous structure. Indeed, at 80 °C, the system was shown to stay a shorter time in the diphasic region than at 60 °C, but at the same time the crosslinking reaction is expected to be much faster, which could explain that the structure was stabilized faster.

On the contrary, at 60 °C and using HCl, the crosslinking reaction was expected to be slower than at 80 °C, and probably too slow to fix the morphology before the system returns to the monophasic region. Fig. 11 presents the simulated loss of HCl during membrane formation due to its evaporation. These curves exhibit that the loss rate of HCl is rapid, since more than 20% of HCl is expected to evaporate after less than two minutes. The slope change observed during the first 50 min is due to fact that the composition path crosses the cloud point curve at this moment, thus inducing the phase inversion. In this case, the diffusion coefficients of small species (water and HCl) in the lean polymer phase are much higher than in a homogeneous polymer solution (before phase separation). The characteristic time scales reported in Table 3 indicate that the system was expected to leave the
diphasic region at $X = 0$ after 573 s at 60°C, 430 s at 70 °C and 309 s at 80 °C. At such time scales, the loss of HCl was about 88% for the three temperatures, thus confirming that its evaporation should have a strong effect on the crosslinking progress. These results allow a better understanding of the difficulty to maintain a porous structure during the membrane preparation when using HCl as catalyst: at 60 °C, the crosslinking reaction is slower than at 70 °C and 80 °C, implying a reduced crosslinking efficiency. At higher temperatures, the residence time in the diphasic region is smaller but the crosslinking reaction is expected to be faster, which could explain why the porous structure was preserved at 70 °C and 80 °C using HCl as the catalyst.

Using H$_2$SO$_4$ as the catalyst, the reduction of crosslinking efficiency was no more a problem since this catalyst is not as volatile as HCl. In this case, porous structures were obtained for all final temperatures tested (from 60 °C to 80°C).

3.4. **Influence of the solution thickness on the composition path**

Starting from an initial solution thickness of 1 mm, the numerical results exhibited that concentration gradients could appear, especially in the vicinity of the air/solution interface because of solvent evaporation. By affecting the ratio surface/volume in the system, the initial solution thickness is also expected to have an influence of the mass transfers and hence on the global solvent loss.

With $H_{int} = 1$ mm, the simulation results showed that the system left the diphasic region after about 570 s and 310 s (at the bottom of the casting solution) for final temperatures of 60 °C and 80 °C, respectively. At 80 °C, this time was sufficient to perform the crosslinking reaction as proved by the formation of a porous structure after complete membrane solidification. Decreasing the solution thickness would affect the composition path, the surface/volume ratio being all the higher since the thickness is low. Table 4 summarizes those results and exhibits that at the bottom of the solution the residence time in the diphasic region is expected to be reduced by 24%, 46% and 68% with initial thicknesses of 750 µm, 500 µm and 250 µm, respectively. With an initial thickness of 250 µm, the system stays about one minute and a half in the diphasic region (and even less at the air/solution
interface), meaning that the time to perform an efficient crosslinking is strongly reduced. Besides, experimental results performed with thin solution (250 µm) confirmed that it was not possible to obtain a porous structure even at high temperature (80 °C) and high temperature ramp (35 °C/min) because of a too rapid evaporation rate.

At the same time, reducing the solution thickness will reduce the concentration gradients along the vertical axis. Fig. 12 reports the PVA concentration gradients obtained by decreasing initial solution thicknesses (i) just before the composition path enters the diphasic region, i.e. 45 s in all cases (Fig. 12a) and (ii) just before the composition reaches the cloud point curve, i.e. before coming back to the monophasic region (Fig. 12b). Clearly, significant concentration gradients are created before the system enters the diphasic region since the mass transfer by diffusion into a polymeric solution is very slow. The higher the initial solution thickness, the higher the concentration gradient: for initial thicknesses of 1 mm, 750 µm and 500 µm, the concentration gradients are located only near the air/solution interface, whereas at 250 µm they are located on a depth of 40% of the whole thickness.

Later in the diphasic region, the concentration gradients are weaker since the system was separated in two phases, allowing faster diffusion of water in lean polymer phase. Nevertheless, concentration gradients were formed because of rapid evaporation, which were all the more marked since the initial thickness was high. For an initial thickness of 1 mm, the numerical results exhibit that PVA concentration is 50% higher at the air/solution interface than at the solution/casting support interface. For an initial thickness of 250 µm, the difference between both locations is only close to 6%, suggesting the formation of a more homogeneous final structure after membrane solidification.

4. Conclusion

Herein, a numerical model was developed, allowing a better understanding of the formation mechanisms of porous membranes from PVA/water system by LCST-TIPS process. The main objective was to explain to what extent the mass transfers involved during the membrane formation caused the
disappearing of the porous structure observed in previous experiments conducted at 60 °C and using HCl as the catalyzer. The numerical simulations presented in this paper demonstrated that the water evaporation and the catalyzer evaporation (HCl) were responsible of this result, by diverting the composition path on the one hand and by reducing the crosslinking efficiency on the other hand. Indeed, the simulations exhibited that the residence time within the diphasic region was strongly linked to the final temperature targeted (60, 70 or 80 °C). The higher the final temperature, the lower the residence time, which decreased from 527 s (60 °C) to 263 s (80 °C) at the bottom of the solution and from 375 s (60 °C) to 216 s (80 °C) at the upper interface, where the solvent evaporation occurs. Furthermore, the simulations demonstrated that more than 80% of the initial amount of hydrochloride acid was expected to evaporate when the system went back to the monophasic region. Those two results provide a thorough understanding why dense membranes were obtained using HCl as the catalyzer when the final temperature was only of 60 °C. At higher temperatures, the chemical crosslinking was expected to be faster, thus leading to the formation of porous membranes. Additional simulations showed that the initial solution thickness could have a significant influence on the membrane formation dynamics. Reducing the initial solution thickness enhanced the surface area to volume ratio and consequently the impact of the mass transfers on the whole process.

As a consequence these simulations showed that using a volatile catalyzer as HCl, the influence of the evaporation phenomena could dramatically limit the possibility to obtain a porous membrane. Moreover this works shows that for such complex formation mechanisms involving phase inversion, crosslinking and solvent (and potentially HCl) evaporation, the operating conditions should be chosen carefully to ensure the formation of a porous structure that lead to stable porous membrane. This framework of simulation has then a predictive character which will be used to choose the appropriate operating conditions for preparing PVA membranes, to optimize the crosslinking reaction by maintaining the system enough time in the diphasic region while limiting the HCl evaporation.
5. **Acknowledgment**

The authors would like to address acknowledgments to the French National Agency of Research (ANR) which supported this study through the project POMEWISO (ANR-10-CD2I-0012).

6. **Nomenclature**

<table>
<thead>
<tr>
<th>Subscripts</th>
<th>1 (water), 2 (PVA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DH</td>
<td>PVA degree of hydrolysis</td>
</tr>
<tr>
<td>DP</td>
<td>PVA degree of polymerization</td>
</tr>
<tr>
<td>LCST</td>
<td>Lower Critical Solution Temperature</td>
</tr>
<tr>
<td>TIPS</td>
<td>Temperature Induced Phase Separation</td>
</tr>
<tr>
<td>GA</td>
<td>gluteraldehyde</td>
</tr>
<tr>
<td>ΔG_m</td>
<td>Gibbs free-energy-of-mixing</td>
</tr>
<tr>
<td>n_i</td>
<td>number of moles of component i</td>
</tr>
<tr>
<td>φ_i</td>
<td>volume fractions of component i</td>
</tr>
<tr>
<td>w_i</td>
<td>mass fractions of component i</td>
</tr>
<tr>
<td>χ</td>
<td>PVA/water interaction parameter</td>
</tr>
<tr>
<td>Δμ_i</td>
<td>chemical potential of component i</td>
</tr>
<tr>
<td>V_i</td>
<td>molar volume of component i</td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
</tr>
<tr>
<td>T_∞</td>
<td>temperature in gas phase (bulk)</td>
</tr>
<tr>
<td>T_i</td>
<td>temperature in gas phase (air/solution interface)</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>mass concentration of component i in polymer solution</td>
</tr>
<tr>
<td>$\rho_{1g}^\infty$</td>
<td>mass concentration of water in gas phase (bulk)</td>
</tr>
<tr>
<td>$\rho_{1g}^i$</td>
<td>mass concentration of water in gas phase (air/solution interface)</td>
</tr>
<tr>
<td>$D$</td>
<td>mutual diffusion coefficient in polymeric system</td>
</tr>
<tr>
<td>$\tilde{V}_i$</td>
<td>partial specific volume of component i</td>
</tr>
<tr>
<td>$x$</td>
<td>spatial coordinate in vertical axis</td>
</tr>
<tr>
<td>$X$</td>
<td>spatial coordinate in vertical axis after coordinate transform</td>
</tr>
<tr>
<td>$H$</td>
<td>height of the casting solution</td>
</tr>
<tr>
<td>$k_1$</td>
<td>mass transfer coefficient of water</td>
</tr>
<tr>
<td>$a_i$</td>
<td>activity of component i in polymer solution</td>
</tr>
<tr>
<td>$J_i^g$</td>
<td>flux of component i in gas phase</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>density of component i</td>
</tr>
<tr>
<td>$\rho_{air}$</td>
<td>density of air</td>
</tr>
<tr>
<td>$D_1$</td>
<td>solvent self-diffusion coefficient in polymer/solvent system</td>
</tr>
<tr>
<td>$D_2$</td>
<td>polymer self-diffusion coefficient in polymer/solvent system</td>
</tr>
<tr>
<td>$\xi_{11}$</td>
<td>friction coefficient</td>
</tr>
<tr>
<td>$N_A$</td>
<td>Avogadro number</td>
</tr>
<tr>
<td>$M_1$</td>
<td>Molar mass of solvent</td>
</tr>
<tr>
<td>$\tilde{V}_1^0$</td>
<td>specific volumes of the pure solvent</td>
</tr>
<tr>
<td>$\tilde{V}_{20}$</td>
<td>partial specific volume of the polymer at $w_1 = 1$ (pure solvent)</td>
</tr>
<tr>
<td>$L_c$</td>
<td>characteristic length of the system</td>
</tr>
<tr>
<td>( \gamma_{\text{air,lm}} )</td>
<td>mean log of molar fraction of air between the air and the interface</td>
</tr>
<tr>
<td>( D_{lg} )</td>
<td>Schmidt number in gas phase at the air/solution interface</td>
</tr>
<tr>
<td>( \beta )</td>
<td>dilatation coefficient of air</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
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</tr>
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Composition path simulated by the model - \( T_i = 20 \, ^\circ C, \ T_f = 60 \, ^\circ C, \ RH = 50\%, \ \text{Tramp} = 35 \, ^\circ C/\text{min}, \ \text{Casting thickness} = 1 \, \text{mm} \)

Fig. 5

160x120mm (220 x 220 DPI)
Concentration profiles simulated by the model - $T_i = 20 \, ^\circ C$, $T_f = 60 \, ^\circ C$, RH = 50%, $\text{Tramp} = 35 \, ^\circ C/\text{min}$, Casting thickness = 1 mm
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Weight fraction of PVA versus time - $T_i = 20 \, ^\circ\text{C}$, $T_f = 60 \, ^\circ\text{C}$, RH = 50%, $Tramp = 35 \, ^\circ\text{C/min}$, Casting thickness = 1 mm
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Composition path simulated by the model - $T_i = 20 \, ^\circ C$, $T_f = 70$ and $80 \, ^\circ C$, RH = 50\%, Tramp = 35 \, ^\circ C$/min, Casting thickness = 1 mm
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Simulated PVA concentration profiles prior to phase inversion (20 s, 45 s) and when the composition path is in the diphasic region (60 to final time step just before leaving the diphasic region) - $T_i = 20 ^\circ C$, $T_f = 70 ^\circ C$ and $80 ^\circ C$, RH = 50%, $Tramp = 35 ^\circ C/min$, casting thickness = 1 mm
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Water evaporation flux - $T_i = 20\, ^\circ C$, $T_f = 60\, ^\circ C$, 70 °C and 80 °C, RH = 50%, $Tramp = 35\, ^\circ C/min$, casting thickness = 1 mm
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Loss of HCl during membrane formation – ratio between HCl mass at time t to initial HCl mass - Ti = 20 °C, Tf = 60 °C, 70 °C and 80 °C, RH = 50%, Tramp = 35 °C/min, casting thickness = 1 mm
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PVA concentration profiles for increasing initial solution thickness; (a) just before the composition path enters the diphasic region; (b) just before the composition path leaves the diphasic region - $T_i = 25 \, ^\circ C$, $T_f = 80 \, ^\circ C$, RH = 50, Temperature ramp = 35 \, ^\circ C/min
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Table 1. Parameters used in the diffusion formalism

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{\rho}_1^0$</td>
<td>0.001 m$^3$.kg$^{-1}$</td>
</tr>
<tr>
<td>$\bar{\rho}_{20}$</td>
<td>$7.54 \times 10^{-4}$ m$^3$.kg$^{-1}$</td>
</tr>
<tr>
<td>$(D_2)_{\phi_1=1}$</td>
<td>$7 \times 10^{-11}$ m$^2$.s$^{-1}$</td>
</tr>
<tr>
<td>$M_1$</td>
<td>0.018 kg.mol$^{-1}$</td>
</tr>
<tr>
<td>$M_2$</td>
<td>80 kg.mol$^{-1}$</td>
</tr>
</tbody>
</table>
Table 2. Model validation using experimental data – $T_i = 20 \, ^\circ\text{C}$, $T_f = 60 \, ^\circ\text{C}$, RH = 50%, $\text{Tramp} = 35 \, ^\circ\text{C}/\text{min}$, Casting thickness = 1 mm

<table>
<thead>
<tr>
<th></th>
<th>Experimental data</th>
<th>Simulation results</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{\text{entry}}$</td>
<td>40 s</td>
<td>46 s</td>
</tr>
<tr>
<td>$t_{\text{exit}}$</td>
<td>580 s</td>
<td>X = 0 573 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>X = 1 421 s</td>
</tr>
<tr>
<td>$\Delta t_{\text{diphasic}}$</td>
<td>540 s</td>
<td>527 s</td>
</tr>
<tr>
<td>$w_3$ at $t_{\text{entry}}$</td>
<td>-</td>
<td>X = 0 10.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>X = 1 11.25%</td>
</tr>
<tr>
<td>$w_3$ at $t_{\text{exit}}$</td>
<td>-</td>
<td>X = 0 17.65%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>X = 1</td>
</tr>
</tbody>
</table>
Table 3. Characteristic time scales for different target temperatures

<table>
<thead>
<tr>
<th>Final temperature targeted</th>
<th>60 °C</th>
<th>70 °C</th>
<th>80 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{\text{entry}} )</td>
<td>( \forall X )</td>
<td>46 s</td>
<td>46 s</td>
</tr>
<tr>
<td>( t_{\text{exit}} )</td>
<td></td>
<td>( X = 0 )</td>
<td>573 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( X = 1 )</td>
<td>421 s</td>
</tr>
<tr>
<td>Residence time in the diphasic region</td>
<td></td>
<td>( X = 0 )</td>
<td>527 s</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( X = 1 )</td>
<td>375 s</td>
</tr>
<tr>
<td>( w_3 ) at ( t_{\text{entry}} )</td>
<td>( X = 0 )</td>
<td>10.00%</td>
<td>10.00%</td>
</tr>
<tr>
<td></td>
<td>( X = 1 )</td>
<td>11.25%</td>
<td>11.26%</td>
</tr>
<tr>
<td>( w_3 ) at ( t_{\text{exit}} )</td>
<td>( X = 0 ) and ( X = 1 )</td>
<td>17.65%</td>
<td>23.55%</td>
</tr>
</tbody>
</table>
Table 4. Influence of the initial solution thickness on the time stayed in the diphasic region – 
$T_i = 20 \, ^\circ\text{C}$, $T_f = 80 \, ^\circ\text{C}$, RH = 50%, Tramp = 35 $^\circ\text{C}$/min

<table>
<thead>
<tr>
<th></th>
<th>750 µm</th>
<th>500 µm</th>
<th>250 µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{\text{exit}}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X = 0$</td>
<td>247 s</td>
<td>187 s</td>
<td>130 s</td>
</tr>
<tr>
<td>$X = 1$</td>
<td>221 s</td>
<td>176 s</td>
<td>126 s</td>
</tr>
<tr>
<td>$\Delta t_{\text{diphasic}}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X = 0$</td>
<td>201 s</td>
<td>141 s</td>
<td>84 s</td>
</tr>
<tr>
<td>$X = 1$</td>
<td>175 s</td>
<td>130 s</td>
<td>80 s</td>
</tr>
</tbody>
</table>