Electrolytes at interfaces: accessing the first nanometers using X-ray standing waves
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Abstract

Ion-surface interactions are of high practical importance in a wide range of technological, environmental and biological problems. In particular, they ultimately control the electric double layer structure, hence the interaction between particles in aqueous solutions. Despite numerous achievements, progress in their understanding is still limited by the lack of experimental determination of the surface composition with appropriate resolution. Tackling this challenge, we have developed a method based on X-ray standing waves coupled to nanocinmen which allows the determination of ion concentrations at a solid-solution interface with a sub-nm resolution. We have investigated mixtures of KCl/CsCl and KCl/KI in 0.1mM to 10mM concentrations on silica surfaces and obtained quantitative information on the partition of ions between bulk and Stern layer as well as their distribution in the Stern layer. Regarding partition of potassium ions, our results are in agreement with a recent AFM study. We show that in a mixture of KCl and KI, chloride ions exhibit a higher surface propensity than iodide ions, having a higher concentration within the Stern layer and being on average closer to the surface by $\approx 1\text{-}2\ \text{Å}$, in contrast to the solution water interface. Confronting such data with molecular simulations will lead to a precise understanding of ionic distributions at aqueous interfaces.

Introduction

The interfacial behavior of ions is of key importance in a number of phenomena and processes ranging from biological systems to micro- and nanofluidics. Ion-surface interactions are important both in a direct way, e.g. in sorption or ion exchange related effects, or indirectly because modifying the effective surface charge they will affect the structure of the electric double layer, hence the interaction between charged particles in aqueous solutions. In this context, particularly interesting are the so-called “specific effects”, referring to phenomena where ions of the same valency have a different effect. These effects resulting from a subtle balance between polarisability, hydration and interfacial water structure usually follow “Hofmeister series” (SCN$^- > \text{ClO}_4^- \approx \text{I}^- > \text{Br}^- > \text{Cl}^- > \text{F}^-$ for anions) in direct or reverse order. They have a major effect on as diverse phe-
Figure 1: (a) Schematics of the standing wave experiment. Incident (wave vector \( k_{in} \)) and reflected (wave vector \( k_r \)) X-ray waves interfere to create a standing wave field perpendicular to the interface. The species (sketched by blue dots) present in the XSW field are excited and emit secondary fluorescence photons for absorption edges below the incident beam energy. (b) Schematics of the experimental cell. The liquid layer is confined between the multilayer and a flexible X-ray transparent membrane.

Phenomena as colloidal stability,\(^2\) protein stability\(^3\) or the surface tension of electrolytes.\(^7\) In environmental sciences, the interaction between ions, humics and minerals influences the mobility and availability of pollutants.\(^8\) The interfacial behavior of ions is also of key importance in micro- and nanofluidics.\(^9\) Phenomena occurring within the diffuse Gouy-Chapman layer indeed become dominant in determining flow properties as channel size, Debye length and slip length become on the same order of magnitude, leading to unusual phenomena.\(^10\) For example, with charged walls, channels can be filled with a unipolar solution of counter-ions, suggesting that the type and concentration of ions can be controlled by the surface charge density of the channel wall.\(^11\)\(^12\) In addition, "specific effects" could allow for even finer control over the ion type as specific adsorption will eventually determine the double layer structure.\(^13\)

Determining the interfacial distribution of ions with sufficient accuracy is, however, a challenge. Indeed, the ionic concentration deviates from the bulk concentration only in the Stern layer and diffuse Gouy-Chapman layer: from 1nm to 100nm depending on the solution concentration. Several surface sensitive techniques like photoemission,\(^14\)-\(^17\) sum-frequency generation (SFG), second-harmonic generation (SHG),\(^18\),\(^19\) X-ray fluorescence\(^7\) or X-ray reflectivity\(^20\),\(^21\) have been used. More recently Atomic Force Microscopy has also been used to directly probe the electrical double layer.\(^22\)-\(^24\) However, SFG and SHG have surface sensitivity but are not directly sensitive to ions and lack depth resolution, X-ray reflectivity or neutron reflectivity have no direct element sensitivity. Though photoemission has recently been extended to determine surface potential at the colloid/electrolyte interface,\(^16\) it has no direct sensitivity to the ion distribution. In this study, we used the X-ray standing waves (XSW) technique which has the advantage of having both element and depth sensitivity to probe the first nanometers at the solid surface. The technique first developed to locate atoms in crystals or adsorbed at crystal surfaces\(^25\) has also been applied to soft condensed matter.\(^26\) It has in particular been used to investigate the adsorption of heavy ions on crystal surfaces from solutions.\(^27\),\(^28\) We show here that the method can be extended to light ions (down to chlorine or sulfur) on surfaces like silica which are of very broad interest in colloidal science.
Experimental
The x-ray standing wave technique.

The X-ray standing waves (XSW) technique is based upon creating an electromagnetic standing wave field by interference between incident and Bragg reflected X-rays (Fig 1a).\textsuperscript{29} The standing wave phase depends on the deviation from the exact Bragg angle and can be varied in a controlled way, thus moving the X-ray field nodes in a range spanning half of the diffraction plane spacing. The variation of secondary fluorescence signal coming from the atoms, that get excited by this XSW field, can be then used to locate the atom positions with (sub)Angstrom resolution. The method allows one to simultaneously investigate positions of different atoms, monitoring their specific emission lines. The standing waves are present where the incident and diffracted waves overlap, which includes the solid/liquid interface and the bulk solution above. A specific XSW variant especially suited for investigation of liquid/solid interfaces employs XSW generators, based on artificially grown multilayer structures (ML). Another advantage of this approach is the possibility to tune the resolution by changing the diffracting plane spacing as well as the large choice of ML materials. In particular it would be possible to apply an external bias by embedding a conducting layer in the ML. The ML-generated XSW were used for instance for investigation of Zn\textsuperscript{2+} distribution above a charged lipid layer\textsuperscript{27} and in studies of electrochemical deposition of iodine on Pt.\textsuperscript{30}

In order to calculate the fluorescence intensity, the sample is divided in as many layers \( j \) as necessary to describe the elemental distribution. We choose the layers to be thin enough for the local density of element \( k \) in layer \( j \) \( \rho_{k,j}(z) \) to be constant. The fluorescence intensity for element \( k \) at grazing angle of incidence \( \theta \) is then given by:

\[
I_k(\theta) = B_k \sum_{j=0}^{s} \int_{h_{j+1}}^{h_j} \rho_{k,j}(z) T_{k,j}(z) |E_j(z)|^2 \, dz, \tag{1}
\]

where the constant \( B_k \) depends on the fluorescence yield, detection efficiency and geometric factors. \( E_j(z) \) is the electric field in layer \( j \) which is calculated in each layer using the matrix method.\textsuperscript{31} \( T_{k,j}(z) \) is the transmission of the fluorescence intensity emitted by element \( k \) from layer \( j \) to the detector. As we are looking for nanometric layers close to the substrate, \( T_{k,j}(z) \) is in fact independent of \( j \). With this approximation,

\[
I_k(\theta) = B_k T_k \sum_{j} \int_{h_{j+1}}^{h_j} |E_j(z)|^2 \, dz. \tag{2}
\]

Writing for a plane wave

\[
E_j(x, z) = (A_j^+ e^{ikx_j z} + A_j^- e^{-ikx_j z}) e^{+i(\omega t - kx_j x)}, \tag{3}
\]

where the \( A_j^\pm \) coefficients are determined using the matrix method following\textsuperscript{31} and integrating over layer \( j \), one simply has:

\[
\int_{h_{j+1}}^{h_j} |E_j(z)|^2 \, dz = \frac{|A_j^+|^2}{2k_z^2} [1 - \exp(-2k_z^2 \delta h)] + \frac{|A_j^-|^2}{2k_z^2} \exp(2k_z^2 \delta h) - 1 + \frac{1}{2} A_j^+ A_j^- [1 - \exp(-2i k_z^2 \delta h)] + \frac{1}{2} A_j^+ A_j^- [\exp(2i k_z^2 \delta h) - 1],
\]

with \( \delta h = h_j - h_{j+1} \).

Though this method is accurate, it does not allow one to develop an intuition of the expected shape of the standing wave curve. For a monolayer located at \( z \), one would have

\[
I(\theta, z) = 1 + R(\theta) + 2 \sqrt{R(\theta)} \cos(2\pi z / \lambda - \phi(\theta)), \tag{5}
\]

where \( R(\theta) \) is the intensity of the reflected beam and \( \phi(\theta) \) is the phase between the incident and reflected beam which varies from \( \pi \) to 0 across the Bragg peak. Eq. (5) can help comparing different X-ray standing wave curves, even in slightly more complex cases. This is illustrated in Fig. 2 where we have represented the calculated fluorescence from a hypothetical 2Å thick layer of ions adsorbed from a 1µm thick film of solution. The fluorescence intensity is rep-
resented for different locations of the surface layer above the interface when this thin layer contains as many ions as the solution (50% of total number of ions), or only 5% of the total number of ions.

Obviously, the sensitivity is very high for the 50% case. However the different location can still be distinguished in a fit with good quality data in the 5% case as the shape of the curve is still significantly different.

![Graph](image.png)

**Figure 2**: Calculated fluorescence curves for a 2Å thick layer in a 1µm liquid film. In the bottom curves, the layer contains as many ions as the rest of the film, and only 5% in the top curves. The layer is positioned at 10Å, 12Å, 14Å, 16Å, 18Å and 20Å above the reference plane. In the experiments, there is a top silica layer in between the reference plane and the layer and the interface is located ≈ 10-15 Å above the reference plane marked by a Cr layer in the experiments.

### Experimental methods.

X-ray standing-wave measurements were performed at the DiffAbs beamline of Synchrotron SOLEIL, Saint-Aubin, France. A schematic of the methods used to probe ions at interfaces as well as the setup used at the DiffAbs beamline are shown on Fig. 1. The samples consisted in an ultra thin liquid layer sandwiched between the multilayer substrate used to create the standing waves and a 4µm thick ultralene® X-ray transparent window (Fig. 1b). The experiments were performed using a 7 keV incident beam energy with a small parallel beam (250µm × 200µm) allowing to resolve the Bragg peaks.

The substrates used in these experiments were Si-W multilayers (150 periods of 2.5nm) manufactured by AXO (Dresden, Germany). They include a thin (< 0.5nm) Cr layer below the top SiO2 to serve as a reference for the phase. Substrates were cleaned following the RCA cleaning procedure before being used. KCl, CsCl, CsI (Sigma-Aldrich, 99.9995% purity) and KI (Sigma-Aldrich, 99.999% purity) were used without further purification. Molar stock solutions were prepared using water from a Millipore Milli-Q® system (18.2 MΩ·cm resistivity) and further diluted and mixed just before the experiments. Small volumes of solution ranging from 250nl to 1.5µl were introduced in the cell. The multilayer was then pressed against the cover ultralene® film allowing for the control of the sample thickness (Fig. 1b). All manipulations were performed in a clean room to avoid dust contamination.

### Results

Both reflectivity curves for sample characterization and fluorescence curves around the Bragg peak were recorded for each sample. The full analysis of the results first requires the determination of the liquid layer thickness by X-ray reflectivity. The fluorescence of each ion as a function of the grazing angle of incidence around the Bragg peak (standing wave curve) is then determined by fitting the fluorescence
spectrum for each angle of incidence, and each standing wave curve is finally analysed to obtain the ionic distribution profiles. Bare substrates and empty samples with Ultralene window were first measured as a reference for background subtraction.

Figure 3: Measured X-ray reflectivity and best fit for an empty cell (no liquid), a 4.7 µm and a 200 nm liquid layer thickness.

Sample thickness determination using X-ray reflectivity.

Reflectivity curves were recorded using a scintillator detector and carefully normalized to the incident beam intensity. They were analyzed using the Reflec software (A. Gibaud, G. Vignaud) based on the matrix method.\textsuperscript{31} We used a model consisting of the multilayer substrate, a solution layer and the 4 µm thick Ultralene® film which was fitted to the data, allowing to determine the thickness of the liquid layer. Obtaining good fits is important in order to constrain the standing waves analysis. Fig. 3 shows experimental reflectivity curves (as measured, without any corrections) as well as the corresponding fits before and after solution injection. The fitting procedure includes illuminated area and water layer absorption corrections. In order to determine the thickness from the fit of reflectivity curves, the empty cell curves were fitted first. A solution layer was then added to the model without allowing any change in the multilayer parameters. The change in refractive index when a liquid layer is present modifies the shape of the curve in the $q_z \approx 0.1 \AA^{-1}$ region i.e. in between the critical angle for total external reflection at the substrate-solution interface and the Bragg peak (Fig. 3). Though the solution layer is generally either too thick or not homogeneous enough to give rise to fringes that could be resolved in the reflectivity curves, its thickness can nevertheless be determined from the shape of the reflectivity curve in the region below and close to the critical angle ($q_z \sim 0.05 \AA^{-1}$ in Fig. 3). For a very thick layer, the intensity at the critical angle can indeed be reduced by more than one order of magnitude compared to the empty cell because the incident and reflected X-rays will have to travel hundreds of microns in the absorbing solution for grazing angles of incidence in the mrad range, even for a liquid layer thickness < 1 µm. One should also notice that the thickness we determine is an average over the approximately 8 mm long and 250 µm wide beam footprint on the sample.

X-ray fluorescence measurements and analysis.

Fluorescence curves were recorded using a 4-element energy sensitive detector and first accurately normalized to the incident beam intensity. The fluorescence curves were analyzed following the procedure detailed in Ref.\textsuperscript{7} using a home made software with a peak model based on the physics of detection, including a Voigtian peak shape, a tail and a shelf.\textsuperscript{34} The different peak parameters have a simple energy dependence, thus reducing the number of fitting parameters. Another advantage of this method is that the background from photon counting being built up by the shelf contributions, it is automatically and consistently subtracted. In
order to determine the interfacial contribution of ions only, we also need to subtract the contribution of elements present in the sample cell, mainly chlorine in the multilayer substrate and calcium in the ultralene film. This is done by manually subtracting the reference sample contribution, yielding standing wave curves for the interface and solution only.

Representative spectra are given on Fig. 4 for a mixture of 10mM solutions of KCl and KI. The Cl K\(\alpha\) line at 2622 eV, the Ar K\(\alpha\) line at 2957 eV (Ar is present in air), the K K\(\alpha\) line at 3313 eV, the Ca K\(\alpha\) and K\(\beta\) lines at 3690 eV and 4014 eV (Ca is an impurity in the Ultralene film, not affecting the measurements) and the I L\(\alpha\) line at 3938 eV and L\(\beta\) line at 4220 eV can in particular be identified on Fig. 4. An advantage of fluorescence based methods is their high sensitivity to chemical elements in low quantities (traces). Samples with minute concentration (10\(^{-4}\)M) or very thin liquid layers (a few 10s of nms) could in particular be studied. Integrated over the beam footprint for a 100nm thick sample, the technique allows to resolve 1 femtomole or better.

The differences in the curves recorded at a grazing angle of incidence of 0.25° below the Bragg peak (1.95°) and at the Bragg peak (grazing angle of incidence of 2.10°) in Fig. 4 directly result from the interfacial distribution of ions. Indeed, shifting the standing wave field distribution, different positions above the interface are probed as shown in Fig. 2. This is however more clearly seen by representing the fluorescence for each chemical element as a function of the grazing angle of incidence around the Bragg peak (standing wave curves).

Standing wave curves.

Typical standing wave curves (fluorescence intensity for each element as a function of the grazing angle of incidence across the Bragg peak) are given on Fig. 5.

Standing wave curves for the thicker sample (2.85 \(\mu\)m) have a profile which resembles the Bragg peak one. This is expected as these curves are dominated by the homogeneous ionic distribution in the bulk liquid (Fig. 2). Neglecting fluorescence effects close to the interface for a thick solution layer, the fluorescence will be excited by the incident and reflected beam and will be roughly proportional to the incident beam plus reflected beam intensity which is peaked at the Bragg angle. Differences with respect to this shape give access to surface effects which can be determined and are more prominent for thinner samples (like the 250nm thick sample) also shown in Fig. 5. In such a case, the position and the shape of the standing wave curve is already indicative of the position of the ions with respect to the multilayer which is therefore unambiguously determined.

As mentioned above, we analyzed the standing wave curves using a very simple model consisting only of a homogeneous bulk solution and a Stern layer modelled as a stack of 2Å thick ionic layers, one for each ion. The sample is divided in as many layers as necessary to describe the elemental distribution and the electromagnetic field is calculated in each layer using the matrix method.\(^{31}\) Fitting the model (Eq. (5)) to the experimental curve by minimizing the \(\chi^2\) function, one obtains the composition, con-
concentration and average position of the different ions in the Stern layer.
In order to get a first check of the consistency of the analysis, we have plotted on Fig. 6 (top) the normalized fluorescence intensity (i.e. fluorescence is normalized such as any single ion would give the same fluorescence intensity, this is equivalent to dividing the experimental fluorescence by $B_k T_k$ in Eq. (5)) as a function of the product concentration times thickness, which gives the expected number of ions in the cell. As can be seen in Fig. 6 (top), there is good correlation between fluorescence intensity and the expected number of ions: in other words fluorescence nicely follows the total number of ions. This result shows that both the fluorescence measurements, including the background subtraction procedure for chloride, and thickness determination using reflectivity curves give consistent results.

**Discussion**

Gouy-Chapman-Stern model.

The simplest model used to calculate the distribution of ions at interfaces is the Gouy-Chapman-Stern model.\(^{1,35}\) The electric potential $\phi$ in the double layer obeys the Poisson equation:

$$\frac{d^2 \phi}{dz^2} = -\frac{\rho}{\epsilon_0 \epsilon_r}.$$  \hspace{1cm} (6)

In Eq. (6), $\rho = \sum_i n_i e z_i$ is the charge density, with $n_i$ the concentration of the ion $i$ of valency $z_i$, $e = 1.602 \times 10^{-19} C$ is the elementary charge, $\epsilon_0 = 8.85 \times 10^{-12} F/m$ is the vacuum permittivity and $\epsilon_r$ the relative permittivity. Concentrations in the double layer obey a Boltzmann distribution:

$$n_i = n_{i\infty} \exp \left( -\frac{z_i e \phi}{k_B T} \right),$$  \hspace{1cm} (7)
with $k_B$ the Boltzmann constant and $T$ the temperature. Insertion of Eq. (7) into Eq. (6) gives after simple integration the Poisson-Boltzmann equation for the potential:

$$
\left( \frac{d\phi}{dz} \right)^2 = \frac{2k_BT}{\epsilon_0 \epsilon_r} \sum_i n_i \infty \left[ \exp \left( -\frac{z_i e\phi}{k_BT} \right) - 1 \right].
$$

The charge in the double layer can be written:

$$
\sigma_{DL} = \int_{d}^{\infty} \rho(z) dz = -\int_{d}^{\infty} \epsilon_0 \epsilon_r \frac{d^2 \phi}{dz^2} = -\epsilon_0 \epsilon_r \frac{d\phi}{dz} \bigg|_{d}^{\infty},
$$

where $d$ is the location of the “outer Helmholtz plane” which fixes the border between the Stern layer and the diffuse layer (Fig. 7).

By inserting Eq. (8) in Eq. (9), one obtains

$$
\sigma_{DL}^2 = 2k_BT \epsilon_0 \epsilon_r \sum_i z_i n_i \infty \left[ \exp \left( -\frac{z_i e\phi(d)}{k_BT} \right) - 1 \right].
$$

known as the Grahame equation, which relates the charge in the electric double layer $\sigma_{DL}^2$ to the potential at the outer Helmholtz plane $\phi(d)$. On the other hand, the composition of the Stern layer is determined by surface equilibria, related to the dissociation of surface silanol groups for our silica surface. For protons and a monovalent salt with cation $Me^+$, one would have:

$$
\Gamma_{SiO^-} [H^+]_{z=0} = \Gamma_{SiO^-} [H^+] \exp \left( -\frac{e\phi(0)}{k_BT} \right) = K_H \Gamma_{SiOH},
$$

and

$$
\Gamma_{SiO^-} [Me^+]_{z=d} = \Gamma_{SiO^-} [Me^+] \exp \left( -\frac{e\phi(d)}{k_BT} \right) = K_{Me^+} \Gamma_{SiOC},
$$

where the concentrations involving silanol groups $\Gamma_{SiOH}$, $\Gamma_{SiO^-}$ and $\Gamma_{SiOC}$ are surface concentrations and it has been made explicit that $H^+$ ions are located at height 0 and $Me^+$ cations at height $d$. $K_H$ and $K_{Me^+}$ are equilibrium constants. The total density of surface sites is

$$
\Gamma = \Gamma_{SiO^-} + \Gamma_{SiOH} + \Gamma_{SiOC}.
$$

The potential dependance in the Stern layer can be obtained by considering the Stern layer as a molecular condenser of capacitance $C_{Stern}$ where the potential drop is linear:

$$
\phi(d) - \phi(0) = \sigma_0 / C_{Stern}.
$$

We now have a full set of equations Eqs. (10)-(14) which can be solved numerically to determine all surface and bulk concentrations.

A bare surface density of sites $\Gamma = 8$ SiO$^-$ sites /nm$^2$ (reduced by protonation and ion complexation, Eq. (13)), a capacitance of the Stern layer $C_{Stern} \approx 2.9F/m^2$ and $K_H = 10^{-7.5} - 10^{-7}$ are well established in the literature.\textsuperscript{36} The complexation constants for cations are less documented. Davis et al.\textsuperscript{37} report a much weaker specific adsorption for SiO$_2$ than for the other oxides, with $pK_K \approx 0.5$. Sønnefeld\textsuperscript{38} suggests an even weaker binding. On the contrary, Tao et al.\textsuperscript{39} and Zhao et al.\textsuperscript{40} give $pK_K = 1$ and $pK_K = 2$ respectively, and the results of Dishon et al.\textsuperscript{22} are consistent with even larger values (see Fig. 8 bottom).
Partition between Stern layer and solution.

In contrast to the previous estimates of pK$_K$, our measurements provide a direct access to surface concentrations. We find Potassium surface concentrations in the Stern layer of 0.14/\(nm^2\), 0.3/\(nm^2\) and 1.5/\(nm^2\) for 0.1mM, 1mM and 10mM KCl / KI mixtures respectively. As an indication, a 1/\(nm^2\) surface concentration would correspond for a 2Å thick layer to a concentration of 3mol/l.

These results can be compared to the Gouy-Chapman-Stern model presented above in order to check whether they are in the expected range. With pK$_K$ = 2, we obtain \(\Gamma_{\text{SiO}^-}\) \approx 0.13/\(nm^2\) for a 0.1mM solution of KCl at pH=7, \(\Gamma_{\text{SiO}^-}\) \approx 0.5/\(nm^2\) for a 1mM solution and \(\Gamma_{\text{SiO}^-}\) \approx 1.13/\(nm^2\) for a 10mM solution, in fairly good agreement with our experimental results (Fig. 8 (top)). As shown on Fig. 8 (top), the agreement is less good with pK$_K$=1 for the 10mM solution and significantly less good for all concentrations with pK$_K$=3.

Previous experiments gave access to the effective surface charge \(\Gamma_{\text{SiO}^-}\) instead of the \(K^+\) concentration in the Stern layer. Using the Gouy-Chapman-Stern model, we can calculate \(\Gamma_{\text{SiO}^-}\) using the same parameters for different concentrations, allowing for an indirect comparison of our results to previous experiments.$^{22,23}$ Note that in both Refs.$^{22}$ and$^{23}$ surfaces were prepared by plasma cleaning which might lead to a different surface chemistry. Whereas Ref.$^{22}$ shows a better agreement with pK$_K$=3 Ref.$^{23}$ shows better agreement with pK$_K$=2 as in our case.

A difference between the model and our measurements is that there is a finite reservoir of ions in our experiments, in contrast with the theory which assumes a fixed concentration. Using the Gouy-Chapman-Stern model, one expects to have in between $\approx 0.4 \times 10^{14}$ and $\approx 6 \times 10^{14}$ ions in the Stern layer on a 2 x 2cm$^2$ substrate (for \(\Gamma_{\text{SiO}^-}\) \approx 0.1/\(nm^2\) and \(\Gamma_{\text{SiO}^-}\) \approx 1.5/\(nm^2\) respectively).

We typically spread 500nl - 1 \(\mu\)l droplets containing $3-6 \times 10^{14}$ ions for a mM solution. This crude calculation shows that a range of 0.1 to 10 is expected for the surface to bulk concentration ratio. The ratio of adsorbed ions in the Stern layer with respect to the total number of ions in the bulk is represented on Fig. 6 (bottom). This ratio ranges from 0.1 for thick and concentrated samples to $\approx 5$ for thin layers and dilute solutions where a significant amount of ions go to the surface in agreement with the previous estimate. It also implies that the above modeling using the Poisson-Boltzmann-Stern approach, which requires an infinite reservoir, cannot be used without caution, at least for the least concentrated solutions (0.1mM).

A ratio of 0.1 to 10 falls well in the range where the different elements can be located as discussed earlier and explains why some curves are “bulk-like” with standing wave curves having a shape which resembles the Bragg peak (concentrated thick samples) and why “surface-like” features are more prominent in others.

It should be noted here that as the Stern layer is much thinner and concentrated than the total
film, the standing wave curve is mainly sensitive to the Stern layer and it is more difficult to determine a concentration profile in the rest of the film.

Distribution within the Stern layer.

The standing wave technique also allows for the determination of the position of ions relative to the multilayer lattice, and therefore relative to each other. Most interesting is of course the competition between K\(^+\) and Cs\(^+\) in KCl and CsCl mixtures and between Cl\(^-\) and I\(^-\) in KCl and KI mixtures.

Two representative examples are given on Fig. 9 for a 1mM KCl/CsCl mixture in a 50nm thick sample and a 1mM KCl/KI mixture in a 120nm thick sample. The XSW curves have been analysed using the model described above, where the ionic distributions have been convolved with the surface roughness. We first note that there is a large concentration of both cations and anions in a 4 to 5 Å thick layer, with concentrations \(\approx 100\) times larger than in the bulk of the film. Then, looking more deeply into the details, we see that in all cases, cations are located closer to the surface than anions, as expected for a negatively charged surface, and K\(^+\) and Cs\(^+\) show an almost equal propensity for the surface. Regarding the competition between Cl\(^-\) and I\(^-\), we find that the center of the Cl\(^-\) distribution is systematically closer to the surface, compared to the I\(^-\) distribution. In this case the shift is 2.5Å (see top insert of Fig.9). This is in contrast with the air-water interface where I\(^-\) was shown to have a higher propensity for the surface compared to Cl\(^-\).

Interestingly enough, this higher propensity of the Cl\(^-\) ions for the surface is also reflected in the Stern layer concentration as we find a \(\approx 1.6 \pm 0.3\) larger concentration of chloride ions compared to iodide ions. These two findings are not necessarily in contradiction since both the surface chemistry (affecting short range interactions), including interaction with the other ions, and the dielectric function (affecting the dispersion forces) are different.

Conclusion

In this paper, we have shown that X-ray standing waves can be used to investigate ionic distributions in nanometer thick liquid layers using surfaces and ions of broad interest in colloidal science and nanoscience. Not only the amount of ions in the bulk and Stern layer can be determined, but also their distribution in the direction perpendicular to the surface. Confronting such data to simulations taking into account all molecular interactions\(^{40,41}\) should lead to a detailed understanding of ionic distributions at aqueous interfaces which is of utmost impor-
tance for several areas of science.
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