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Institut de Physique Théorique, DSM, CEA, URA2306 CNRS

Saclay, F-91191 Gif-sur-Yvette, France

January 13, 2016

Abstract

We use the Pieri rules to recover the q-boson model and show it

is equivalent to a discretized version of the relativistic Toda chain.

We identify its semi infinite transfer matrix and the corresponding

Baxter Q-matrix with half vertex operators related by an ω-duality

transformation. We observe that the scalar product of two higher spin

XXZ wave functions can be expressed with a Gaudin determinant.

1 Introduction

In this paper, we establish a correspondence between some lattice integrable
models, the q-bosons and the Toda lattice, and multi-variable symmetric or-
thogonal polynomials. Our starting observation is that the Pieri rules [1]
provide a family of commuting transfer matrices which are the main tool to
study lattice integrable models. They are the multi-variable generalization
of the three terms recursion relations of orthogonal polynomials [2]. Given a
family of elementary symmetric functions organized into a generating func-
tion Ω(u), and a basis of symmetric orthogonal polynomials Pλ, they tell us
how the product Ω(u)Pµ decomposes onto the Pλ-basis. The branching rule
of this decomposition Ω(u)Pµ =

∑

λ PλTλµ(u) define a commuting family of
transfer matrices and can be interpreted as the eigenvalue equation for T (u).

In favorable cases, the transfer matrix is a product of local Lax operators
(L matrices [3]) and one can deduce from it the local Boltzmann weights of

∗In honour of Rodney Baxter’s 75th birthday.
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a lattice model. The lattice model we analyze in this respect is the q-boson
model [4] where Bosonic particles occupy the sites of a one dimensional chain.
The dynamics is controlled by a transfer matrix which at each transfer time
lets the particles simultaneously hop in one direction in between their position
and the next occupied one with an intensity controlled by the deformation
parameter of the q-bosons. When the chain is closed, the number of particles
is conserved, and it can be diagonalized by coordinate Bethe ansatz. The
components of its eigenvectors are Hall-Littlewood polynomials Pµ evaluated
at roots of the Bethe equations.

We study this model on a semi infinite chain where there is no quantiza-
tion condition (Bethe equations). We introduce two different dynamics. In
one, the particles simultaneously hop to their right with possible creation at
the origin. In the other, they hop to their left with possible annihilation at the
origin. The corresponding transfer matrices are obtained as the limit of finite
size matrices whose commutations relations are dictated by the Yang-Baxter
equation. In the limit, these commutations simplify and can be represented
with simple Vertex operators as was discovered by by Tsilevich [5]. When
the deformation parameter is equal to zero, using the Frobenius correspon-
dence between partitions and Fock space configurations, one recovers a free
fermion model. The components of the eigenvectors are the Hall-Littlewood
polynomials obeying a Pieri dynamics as described above, generated by the
eigenvalue of the Bethe equations.

A remarkable property of the Hall-Littlewood polynomials is the existence
of a second Pieri rule (related to the Hall algebra). We repeat the same anal-
yses for its dynamics, relabeling the configurations in terms of a discretized
version of the Toda lattice. Unlike the q-bosons case, the Hall-Pieri transfer
matrix is not of a Lax type but is instead the Baxter Q-matrix [6] generating
the Bäcklund Toda lattice dynamics [7]. We construct it as an alternative
to the coordinate Bethe ansatz, to derive the Toda chain Bethe equations.
We use its open variant to recover the open Toda chain wave functions in
the same way as Gerasimov Lebedev and Oblezin [8]. We identify it with a
vertex operator, the matrix elements of which are the branching coefficients
of the Hall-Pieri rules and we recover this relation as a matrix element of the
Yang-Baxter equation.

The open Toda chain wave functions can be deduced by an ω-duality
transformation from the Hall-Littlewood polynomials. We have extensively
used the λ-ring formalism [9][10] unifying the two type of Pieri rules and
enabling to relate them simply to Cauchy identities.

The q-boson model appears as the infinite spin limit of an XXZ (or six
vertex) higher spin chain which can be diagonalized by coordinate Bethe
ansatz. In the last section, we observe that the scalar product of two semi
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infinite chain wave functions is independent of the spin and can be expressed
with a Gaudin determinant [11].

2 The q-bosons

The q-bosons [4][12][13] are defined by their commutation relations:

tSS̄ − S̄S = t− 1, (1)

and are realized with a Weyl pair τ, S, τS = tSτ as:

S̄ = S−1(1− τ). (2)

There are two possible Hermitian conjugations which preserve the rela-
tions (1) depending on the value of the parameter t, t∗ = t or t∗ = t−1. We
shall only consider the first one here S† = S̄, with t a real number between
0 and 1.

S and S̄ act on q-bosons states which can be identified with S polyno-
mials, Sn = |n〉 (S̄ equal to 0 when sitting to the right of Sn) with n a
nonnegative integer as S̄|n〉 = (1 − tn)|n − 1〉, τ |n〉 = tn|n〉. The scalar
product such that S̄ is the adjoint of S, (τ̄ = τ) is:

〈n|m〉 = (t)mδn,m, (3)

with:

(a)m = (1− a) · · · (1− atm−1). (4)

The configurations space of the q-boson spin chain of length N consists in
states where sites labeled by k are occupied bymk q-bosons, S

m0
0 Sm1

1 · · ·SmN−1

N−1

with
∑

kmk = n, the total number of Bosons. We can also characterize
the state by the sequence of positions of the Bosons ordered decreasingly:
(N − 1 ≥ µ1 ≥ · · · ≥ µn ≥ 0), |(N − 1)mN−1 · · · 0m0〉 = |µn · · ·µ1〉 where the
particles labeled i (1 ≤ i ≤ n) forgetting about their Bosonic nature occupies
the sites µi, (0 ≤ µi ≤ N − 1) of the chain. The scalar product between two
Boson states is then given by:

〈µ|ν〉 = δµ,ν

N−1
∏

0

mk!t. (5)

where (n)!t = (t)n is the t-factorial.
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We shall also consider the trivial representation S0 = S̄0 = 1, in which
case, the occupation number starts at k = 1, µi ≥ 1. Equivalently, the site
0 is occupied by an infinite number of bosons m0 = ∞.

We consider the Lax-Matrix:

Lk(z) =

(

1 zS̄k

Sk z

)

(6)

where the q-boson creation and annihilation operators Sk, S̄k act indepen-
dently on spaces labeled k. It obeys the Yang-Baxter equation [3]:

R12L
1(u)L2(v) = L2(v)L1(u)R12, (7)

with L1 = L⊗1, L2 = 1⊗L. and the R matrix acting in the tensor product
is:

R12(u, v) =









a . . .
. b c̄
. c b̄ .
. . . a









(8)

a = ut− v, b = u− v, b̄ = t(u− v),

c = v(t− 1), c̄ = u(t− 1). (9)

Everywhere, . = 0 in the following. It is straightforward to verify that the
relations (8) with L given by (6) are equivalent to the q-boson relations (1)
satisfied by Si, S̄i which commute for different values of i.

The monodromy matrix:

TN (z) = L0L1 · · ·LN−1 (10)

takes the form:

TN(z) = π

(

1
S0

)N−1
∏

1

(1 + zS̄i−1Si)
(

1 zS̄N−1

)

, (11)

where the projector π requires we erase Si and S̄i in the terms of the z
expansion each time they occur in pairs. In other words, π means we set
SiS̄i = 1 in the formal expansion of the above product but do not identify S̄i

with S−1
i . In particular, the transfer Matrix of the periodic chain is:

ΛN,x(z) = Tr TN (z)D (12)
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where D is the matrix:

D =

(

1 .
. x

)

(13)

define a commuting family of transfer matrices. It takes the form:

ΛN,x(z) = π(1 + zS̄0S1) · · · (1 + zS̄N−1SN), (14)

where we require the periodicity condition:

SN+k = xSk. (15)

The configuration space consists of decreasing sequences λ (1 ≤ λi ≤ N),
and the matrix elements Λλµ can be nonzero only when each boson jumps to
the right in between his position and the next occupied one: λn+1 ≤ µn ≤
λn ≤ µn−1 · · · ≤ λ1 = λn+1 +N .

The one step translation T :

T Sk = Sk+1T (16)

commutes with the transfer matrix: T ΛN,x = ΛN,xT , and in the n-Boson
sector T N = xn.

Everywhere, we use the symbol ǔ to represent the inverse of a variable:
ǔ = 1/u. We require:

x̄ = x̌,

z̄ = ž. (17)

We can rewrite π · · · (1 + zS̄iSi+1) as π · · · zS̄i(1 + žSiS̄i+1)Si+1, so that the
Hermitian property Λ̄N,x(z) = x̌žNΛN,x(z) holds. In other words, ΛH =

Λ̄N,X(z)/
√
xzN is a Hermitian operator:

Λ̄H = ΛH. (18)

This transfer matrix can be diagonalized by the coordinate Bethe ansatz.
We obtain the eigenvectors and corresponding eigenvalues in the appendix A
as a limit of the spin XXZ chain Bethe equations (146).

3 Finite and semi infinite open chains

Here, we consider the q-boson model on an open chain satisfying some specific
boundary conditions. Our aim is to let the size of this chain go to infinity
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and relate it to some vertex operator constructions [14][15]. The material
of this section was essentially discovered in the precursor work of Tsilevich
[5], and overlaps with similar constructions [16], [17]. More specifically, the
relation between the semi-infinite chain and vertex operators discussed here
appears in the recent preprint of Wheeler and Zinn-Justin [18]. We follow
the approach of Macdonald [1], to emphasize the connections between the
symmetric polynomials and the semi-infinite transfer matrices we introduce
and to familiarize the reader with the λ-ring notations.

We take the trivial representation S0 = S̄0 = 1 for L0 and the q-boson
representation for Li, i > 0, so T11 = T21, T12 = T22. There is no occupation
on site 0 and the chain starts at site 1. The configuration space consists of
partitions λ (1 ≤ λi ≤ N). The matrix elements (T11)λµ can be nonzero only
when each boson jumps to the right in between his position and the next
occupied one, and an additional boson labeled n + 1 can be injected before
the first occupied site: 0 ≤ λn+1 ≤ µn ≤ λn ≤ µn−1 · · · ≤ λ1 ≤ N (No boson
is injected if λn+1 = 0, and the number of Bosons n increases by one unit
otherwise). We denote this condition µ ≺ λ, or λ − µ is a horizontal strip.
Similarly, the matrix elements of T12 can be nonzero only when each boson
jumps to the left in between his position and the preceding occupied one,
and the leftmost boson (at position µn) can disappear.

We define AN and its hermitian conjugated ĀN by:

(AN , z
N+1ĀN ) = ((TN+1)11, ((TN+1)12) = (1, z)L1L2 · · ·LN (19)

Explicitly,

AN(z) = π(1 + zS1)(1 + zS2S̄1) · · · (1 + zSN S̄N−1)

ĀN(z) = π(1 + ž S̄1)(1 + ž S̄2S1) · · · (1 + ž S̄NSN−1), (20)

Some commutation relations which follow from the RLL relation (7) are:

[T11(u), T11(v)] = [T12(u), T12(v)] = 0

aT11(u)T12(v) = bT12(v)T11(u) + cT11(v)T12(u) (21)

independently of N .
We consider a semi infinite chain obtained by taking the N → ∞ limit of

the monodromy matrix acting in a space with a finite number of q-bosons.
In the limit N → ∞ of the finite N Hilbert space, we define the matrices
(which coincide with the fermion limit of [15] for t = 0):

(Γ−,Γ+)(z) = lim
N→∞

(AN , ĀN). (22)
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Γ− is defined for |z| < 1 and coincides with the limit of AN(z); Γ+ for
|z| > 1 coincides with the limit of ĀN(z). They obey the same hermitian
property as AN , ĀN :

Γ̄−(z) = Γ+(z). (23)

Expressed in terms of A, Ā, the second line of (21) rewrites:

aAN (u)ĀN(v) = bĀN(v)AN(u) + c(u/v)N+1AN (v)ĀN(u). (24)

In the N → ∞ limit, the third term behaves as |u/v|N << 1 compared to
the two others. So, the commutations of Γ± in the N → ∞ limit are:

[Γ−(v),Γ−(v
′)] = [Γ+(u),Γ+(u

′)] = 0

Γ+(u)Γ−(v) =
1− tv/u

1− v/u
Γ−(v)Γ+(u) (25)

where |u|, |u′| > 1 and |v|, |v′| < 1.
Γ+,Γ− respectively act as the identity on the left and right vacuum 〈.|

annihilated by Si and |.〉 annihilated by S̄i.
The expression of the matrix elements of Γ−(z) are given by:

Γ−(z)|µ〉 =
∑

µ≺λ

z|λ−µ|ψλ/µ|λ〉 (26)

where:

ψλ/µ =
∏

mj(λ)=mj (µ)−1

(1− tmj(µ)) (27)

agrees with the definition [1] (5.8’) p.229.
Similarly, the matrix elements of Γ+(z) are given by:

Γ+(z)|λ〉 =
∑

µ≺λ

ž|λ−µ|φλ/µ|µ〉 (28)

where:

φλ/µ =
∏

mj(λ)=mj (µ)+1

(1− tmj(λ)) (29)

coincides with the definition [1] (5.8) p.228.
Define the state:

〈U | = 〈.|Γ+(u1)Γ+(u2) · · ·Γ+(un) = 〈.|Γ+(U) (30)
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where U = {uk, 1 ≤ k ≤ n} = u1 + · · · + un, meaning that the order of
the ui is irrelevant (due to the commutations of Γ+(ui)). More generally, we
denote 〈U + V | = 〈U |Γ+(V ).

We can use the commutation relations (25) to check that 〈U | is a left
eigenstate of Γ−(z). Using λ-ring notations [9] [10]:

〈U |Γ−(z) = Ωt(Ǔz)〈U | (31)

where Ǔ = ǔ1+ · · ·+ ǔn, and Ω(X) is the generating function of the complete
symmetric functions [1] (2.5) p 21:

Ω(X) =
∏

xk∈X

1

1− xk
(32)

We also use λ-ring notations to define Ωt(X) = Ω(X(1 − t)). Namely since
Ω(X ± Y ) = Ω(X)Ω(Y )±1, Ωt(X) = Ω(X)/Ω(tX).

Putting (26) and (31) together, we obtain the eigenvalue equation:

Ωt(Ǔz)〈U |µ〉 =
∑

µ≺λ

z|λ−µ|ψλ/µ〈U |λ〉. (33)

Let Ωt(zǓ) =
∑∞

r=0 qr(Ǔ)z
r where qr defines elementary symmetric poly-

nomials of degree r. Define the polynomials Qµ(Ǔ) symmetric in Ǔ (The
symmetry property follows from the commutations of Γ+(U)), homogeneous
of degree |µ| from the expansion:

〈U | =
∑

λ

Qλ(Ǔ)〈λ̄| (34)

where 〈λ̄| = 〈λ|/〈λ|λ〉 is dual to |λ〉. Since the partitions λ’s which occur
in (34) all have their length l(λ) ≥ |U |, the polynomial Qλ(Ǔ) is null if the
number of variables ui is less than l(λ). On the other hand, since Γ−(0) = 1,
the number of variables in Qλ is immaterial as long as it is larger or equal to
the length of λ and can therefore be sent to infinity.

Expanding (33) in z, yields the decomposition of qrQµ:

qrQµ =
∑

µ≺λ,|λ−µ|=r

ψλ/µQλ (35)

with λ− µ a horizontal r-strip. It coincides with [1] (5.7’) p.229, and allows
to identify Qµ with the Hall-Littlewood polynomials.
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Acting with Γ+(U
′) on a state 〈Ū | (instead of 〈.| as in (30) enables to

define another symmetric function Qλ/µ(Ǔ) for µ ∈ λ:

Qλ(Ǔ + Ǔ ′) =
∑

µ⊂λ

Qλ/µ(Ǔ)Qµ(Ǔ
′). (36)

Equivalently:

〈µ̄|Γ+(U) =
∑

µ⊂λ

Qλ/µ(Ǔ)〈λ̄|. (37)

By taking the adjoint of (30), we define the state:

|V 〉 = Γ−(v1)Γ−(v2) · · ·Γ−(vn)|.〉 = Γ−(V )|.〉 =
∑

λ

Pλ(V )|λ〉 (38)

where Pλ = Qλ/〈λ|λ〉 and V = {vk, 1 ≤ k ≤ m}. It is a right eigenvector of
Γ+(z):

Γ+(z)|V 〉 = Ωt(žV )|V 〉. (39)

More generally,

Γ−(v1)Γ−(v2) · · ·Γ−(vn)|µ〉 = Γ−(V )|µ〉 =
∑

λ

Pλ/µ(V )|λ〉 (40)

If we introduce the sequences of partitions: λn = µ ≺ λn−1 · · · ≺ λ0 = λ
which form the tableaux T of shape λ− µ [1] p.5, and the quantities:

vT = v
|λ0−λ1|
1 · · · v|λn−1−λn|

n

ψT = ψλ0/λ1
· · ·ψλn−1/λn

. (41)

Rewriting (40) in matrix form, we obtain the tableau expression of Pλ/µ [1]
5.11’ p.229:

Pλ/µ(V ) =
∑

T

ψT v
T (42)

where the summation is over all the tableaux T of shape λ− µ.
Inserting the identity 1 =

∑

λ |λ〉〈λ̄| into the scalar product 〈U |V 〉 yields
the Cauchy identity:

〈U |V 〉 =
∑

λ

Qλ(Ǔ)Pλ(V ) = Ωt(ǓV ). (43)
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The product PµPν can be decomposed on the Pλ basis:

PµPν =
∑

λ

fλ
µνPλ. (44)

We have:

〈µ̄|Γ+(U)|V 〉 = Qλ/µ(Ǔ)Pλ(V ) = Ωt(ǓV )Pµ(V ). (45)

Using the Cauchy identity to decompose Ωt(ǓV ) and identifying the coeffi-
cient of Pλ in the resulting expression, we recover the definition of Qλ/µ [1]
(5.2) p.227:

Qλ/µ =
∑

ν

fλ
µνQν . (46)

We can obtain a more explicit expression of Qµ by diagonalizing the
infinite chain by Bethe Anzats [17] in the sector of n q-bosons. The infinite
chain transfer matrix is defined as:

A(z) = π

−∞
∏

−∞

(1 + zSk+1S̄k), (47)

in which case the sites take integer values µk ∈ Z defining a sequence of
decreasing integers, µn ≥ · · · ≥ µ1.

The transfer matrix elements have the same form as (26) with no posi-
tivity restriction on µi:

A(z)|µ〉 =
∑

µ≺λ

z|λ−µ|ψλ/µ|λ〉 (48)

and λ, µ have length n. The Bethe-Lieb left eigenvectors, 〈R|µ〉 = Rµ, cor-
responding to the eigenvalue (31):

∑

λ

Rλ(Ǔ)Aλµ(z) = Ωt(Ǔz)Rµ(Ǔ) (49)

has the expression (appendix (A):

Rµ(Ǔ) =
∑

P

(ǔµ1

1 · · · ǔµn

n

∏

i<j

ǔi − tǔj
ǔi − ǔj

) (50)

summed over the permutations of the ǔi. One recognizes the polynomial
Rµ(Ǔ) p. 204 of [1], where we extend its definition to sequences of decreasing
integers.
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Consider the restriction of (48) to configurations of n q-bosons sitting on
non-negative sites, |0m0µ〉 where µ is a partition, and m0 = n − lµ. Since
(1+zS1) in Γ−(z) (11) is replaced by (1+zS1S̄0) in T (z), they are related by
a similarity transform: Tλµ = (t)n−lµ/(t)n−lλ(Γ−)λµ when restricted to these
configurations. So, the eigenvectors of T (z) are deduced from those of Γ−(z)
by:

(1− t)n

(t)m0

R0m0µ(Ǔ) = Qµ(Ǔ) (51)

where the normalization (1− t)n is required for Qµ not to depend on m0. In
this way, we recover the expression of Qµ(Ǔ) [1] p 211, and Pµ(V ) p 208.

4 The half vertex-operators Γa,±

In this section, we use more extensively the λ-ring formalism to introduce
the vertex operators ω-dual to those of the preceding section. We introduce
another Pieri rule and use its branching coefficients to construct a transfer
matrix which we shall derive in a different way from its commutation relations
in the section (6.2).

The scalar product analogous to (5) on symmetric polynomials:

〈Qµ|Qν〉 = δµ,ν
∏

k≥1

mk!t (52)

[1] (4.9) p.225 enables to formally identify the dual states 〈λ̄|, |λ〉 with the
dual polynomials Pλ(X), Qλ(X) in an infinite number of variables |X| = ∞,
so that using the Cauchy relation, (38) rewrites:

|V 〉 = Ωt(V X) (53)

and the transfer matrix Γ−(z) act multiplicatively as:

Γ−(z)α(X) = Ωt(zX)α(X). (54)

The scalar product can also be defined by its reproducing Kernel [10]:

〈α(X)|Ωt(XY )〉 = α(Y ). (55)

Γ+(z)is defined by the Hermitian condition (23) Γ+(z) = Γ̄−(z), and from
〈Γ−(z)α|Ωt(XY )〉 = 〈Ωt(zX)α|Ωt(XY )〉 = 〈α|Ωt((X + z)Y )〉 we deduce
Γ+(z) acts by “adding ž to X” [10][19]:

Γ+(z)α(X) = α(X + ž). (56)
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Let us repeat the preceding construction with another Pieri rule defined in
[1] p 215. Let Ω̃(X) be the generating function of the elementary symmetric
functions [1] (2.2) p 19:

Ω̃(X) = Ω(−ǫX) =
∏

xk∈X

(1 + xk) (57)

where the product ǫX means we make the change of variable xi → −xi in
X and has a different meaning as −X after 32. Following the conventions of
[20] 3.1, let us rename the previous operators ΓL,±, and similarly as in (54),
define ΓR,± as:

ΓR,−(z)α(X) = Ω̃(zX)α(X), (58)

and the same argument as above for ΓR,+(z) = Γ̄R,−(ž) yields:

ΓR,+(z)α(X) = α(X − ǫž/(1− t)). (59)

It follows from these relations that Γa,+(z) commutes with Γa′,+(w) and acts
as the identity on the right vacuum, Γa,−(z) commutes with Γa′,−(w) and
acts as the identity on the left vacuum. Moreover, the second line of (25)
generalizes to:

Γa1,+(u)Γa2,−(v) = Γa2,−(v)Γa1,+(u)







Ω((1− t)vǔ)

Ω̃(vǔ)
Ω((1− t)−1vǔ)

a1 = a2 = L
a1 6= a2
a1 = a2 = R

(60)

Let P , Q denote the Hall-Littlewood Polynomials, and P ω, Qω their
ω-duals [1] chapter 7, section 5.1:

P ω
λ′(V ) = Qλ(−ǫV/(1 − t))

Qω
λ′(V ) = Pλ(−ǫV/(1− t)). (61)

It is shown in particular that P ω
λ is the polynomial P (λ, t, 0) defined by

(4.7) p 322, as the symmetric functions decomposing triangularity: P ω
λ =

mλ+
∑

µ<λ uλ,µmµ on the symmetric monomial basis, and orthogonal for the
scalar product dual to (55) defined by:

〈α(X)|Ω(XY/(1− t))〉ω = α(Y ). (62)

The states |L, V 〉, 〈L, Ǔ | are defined in (53), and the states |R, V 〉, 〈R, Ǔ |
by:

〈R, Ǔ | = Ω̃(ǓX) =
∑

λ

P ω
λ′(Ǔ)〈λ̄|

|R, V 〉 = Ω̃(V X) =
∑

λ

Qω
λ′(V )|λ〉. (63)
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Notice that restricting Ǔ , V to N variables has the effect to truncate the
summation imposing λ1 ≤ N , in other words all the sites greater than N are
empty.

Let λ′1 ≥ λ′2 · · · ≥ λ′N ≥ 0 define the partition conjugated to the q-boson
partition λ: m1 = λ′1 − λ′2, · · · , mN−1 = λ′N−1 − λ′N , mN = λ′N .

Let us introduce the following quantities attached to two partitions such
that µ′ ≺ λ′ (in other words, λ− µ is a vertical strip) [1] (3.2) p 215:

ψ′
λ/µ =

∏

i≥1

(λ′i − λ′i+1)!t
(λ′i − µ′

i)!t(µ
′
i − λ′i+1)!t

φ′
λ/µ =

∏

i≥1

(µ′
i − µ′

i+1)!t
(λ′i − µ′

i)!t(µ
′
i − λ′i+1)!t

. (64)

Then, similarly as in (26), (28), the explicit expression of the transfer matrices
ΓR(z),± acting on the semi infinite chains is:

ΓR,+(z)|λ〉 =
∑

µ′≺λ′

ž|λ−µ|ψ′
λ/µ|µ〉

ΓR,−(z)|µ〉 =
∑

µ′≺λ′

z|λ−µ|φ′
λ/µ|λ〉. (65)

We shall derive these expressions from (60) using the Yang-Baxter equation
in section (6.2). Unlike ΓL,±, ΓR,± are not defined through a Lax matrix such
as (6), but correspond to spin chains. If we attach a decreasing sequence of
nonnegative integers (spins) µ′

1 ≥ µ′
2 · · ·µ′

N to the sites of a semi infinite
chain, the transfer matrix elements (ΓR,−)λµ are nonzero only when each
spin µ′

k jumps in between his position and the position of the preceding spin:
µ′
k ≤ λ′k ≤ µ′

k−1, (µ
′
0 = ∞), so that the number of nonzero spins can increase

by one at each step. The matrix elements, ψ′
λ/µ, φ

′
λ/µ, are the products of

local Boltzmann weights between neighboring spins.
In particular, as in (40) we have:

ΓR,−(V )|µ〉 =
∑

λ

Qω
λ′/µ′(V )|λ〉, (66)

from which, combining with (65), we obtain the tableau expression forQω
λ′/µ′(V )

analogous to (42):

Qω
λ′/µ′(V ) =

∑

T

φ′
Tv

T (67)

where this time:

φ′
T = φ′

λ0/λ1
· · ·φ′

λn−1/λn
. (68)
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For example, the one and two spin states are equal to:

|R, {v1}〉 = (S1v1)
−1
∞

|R, {v1, v2}〉 = (S1v1)
−1
∞ (S1v2)

−1
∞ (S2v1v2)

−1
∞ . (69)

Setting µ = 0 in (66), we obtain |R, V 〉 which is an eigenstate of ΓL,+(z):

ΓL,+(z)|R, V 〉 = Ω̃(V ž)|R, V 〉. (70)

As it will become clear in the next section, ΓL,+(z) is the transfer matrix of
the open Toda chain, and the Tableau expression of |R, V 〉 coincides with the
“Baxter-Gauss-Givenal” representation of the q-Toda wave functions due to
Gerasimov Lebedev and Oblezin [8].

We can also recover the Product rule [1] p 215 by applying ΓR,+(z) to
|L, V 〉:

ΓR,+(z)|L, V 〉 = Ω̃(V ž)|R, V 〉, (71)

and expanding in z:

∑

λ

ψ′
λ/µPλ = erPµ, (72)

where λ− µ is a vertical r-strip.

5 Equivalence between the q-bosons and a

Toda chain

In order to interpret the results of section (4), we find it convenient to
rephrase them in the relativistic-Toda dynamics language [21], by demon-
strating an equivalence between the two models. We will be mainly concerned
with a discretized version discussed in [22][8][23] and recover the expression
of their eigenvectors.

For this, we need to to reinterpret the q-bosons configurations as Toda
particle positions λ′i interacting with their nearest neighbors. Define

Xk = Sk/Sk−1 (73)

(Sk = X1 · · ·Xk), and for 1 ≤ k ≤ N − 1:

τk = xk/xk+1 (74)
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obeying:

xkXk = tXkxk, (75)

and xk, Xl commute if the labels k and l differ.
Setting:

Uk =

(

1 xk
Sk .

)

, (76)

and:

LToda
k =

(

1 + zXk xk
−zXkx

−1
k .

)

, (77)

we have:

Uk−1L
Toda
k = Lk−1Uk (78)

where L is defined in (6).
Therefore, if we set:

TToda
N = LToda

1 · · ·LToda
N , (79)

we have:

U0T
Toda
N = TNUN (80)

where TN is defined in (10).

5.1 The Periodic chain

The q-Toda chain transfer matrix [21] is defined as:

ΛToda
N,n (z) = tr TToda

N DToda (81)

where:

DToda =

(

1 .
. tn

)

(82)

is equal to the q-boson transfer Matrix ΛN,x(z) (12) restricted to the n-Boson
sector if we require:

DU0 = UND
Toda (83)
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with D the q-boson twist D = (1, X) (13). Equivalently for:

xk−N = xkt
n , Sk+N = xSk. (84)

The periodic-Toda particles are labeled by k, 1 ≤ k ≤ N and their posi-
tions take discrete values: xk = tλ

′

k with λ′k integer satisfying the periodicity
conditions:

λ′k+N = λ′k − n. (85)

The Boson occupation numbers are equal to the difference between successive
λ’s: mk = λ′k − λ′k+1, and Xk adds one unit to λ′k:

Xk|λ′l〉 = δk,l|λ′l + 1〉. (86)

So, the periodic chain configuration space is characterized by N integers |λ′〉
with λ′1 ≥ · · · ≥ λ′N ≥ λ′1 − n.

The momentum x = X1 · · ·XN translates the Toda positions λ′k globally
by one unit:

|λ′1 · · ·λ′N〉 = x|λ′1 − 1 · · ·λ′N − 1〉, (87)

In the sector where it is equal to the q-boson twist parameter (13), the
periodic q-Toda chain transfer matrix (81) coincides with the transfer matrix
(14) restricted to the sector of n Bosons.

In particular, the z coefficient is the right-mover Hamiltonian:

Hper
1 = S1S̄0 + S2S̄1 + · · ·SN S̄N−1

= X1(1− x0/x1) +X2(1− x1/x2) + · · ·+XN(1− xN−1/xN).(88)

As in (18), we can redefine a Hermitian transfer matrix:

ΛToda,H
N,n (z) = ΛToda

N,n (z)/
√
xzN . (89)

In particular, xH̄1 = HN−1, so H1 commutes with his adjoint and both can
therefore be diagonalized simultaneously.

In the appendix (A), using the equivalence with the q-boson problem, we
obtain the Bethe equations for the spectrum and the corresponding eigenvec-
tors which are Hall-Littlewood polynomials specialized at the Bethe roots.
Notice however that the q-boson scalar product is associated to a Hermitian
conjugation different from the one considered by Ruijsenaars for t a root
of unity, namely X̄k = Xk, x̄k = xk, and consequently, the diagonalization
problem we solve is different from his. The Q-Matrix approach described in
section (6.1) will be relevant in that case [24].
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5.2 The Open chain

In the open case, we can as well represent AN and its hermitian conjugated
ĀN (19) with the Toda variables. We set the boundary variables to be: S0 =
1, x0 = 0, SN+1 = ∞, xN+1 = 1, keeping the ratio SN+1/XN+1 = X1 · · ·XN

finite. We consider the matrix element:

AN = (TB
NUN+1)12 = (TToda

N )11, (90)

So, AN is the open q-Toda chain with N particles conserved quantities gen-
erating function [21]. In particular, the coefficient of z is the Hamiltonian:

Hopen
1 = S1 + S2S̄1 + · · ·SN S̄N−1

= X1 +X2(1− x1/x2) + · · ·+XN (1− xN−1/xN). (91)

The Toda configurations |λ′〉, with λ′1 ≥ λ′2 · · · ≥ λ′N ≥ 0 define partitions
conjugated to the q-boson partition, m1 = λ′1 − λ′2, · · · , mN−1 = λ′N−1 −
λ′N , mN = λ′N .

Similarly, ĀN (z) = z−(N+1)S−1
N+1(T

B
NUN+1)11 (19) is equal to:

ĀN (z) = (T̄Toda
N (z))11 − (T̄Toda

N (z))12, (92)

where we factorize SN+1/XN+1 = X1 · · ·XN and define

T̄Toda
N (z) = z−NS−1

N TToda
N (z)

as in (79) with L̄Toda
k = (zXk)

−1LToda
k (z):

L̄Toda
k (z) =

(

1 + žX̌k žX̌kxk
−x̌k .

)

(93)

Notice that T̄Toda
N (z) is not the hermitian conjugated of TToda

N (z).
Restricting V to have N nonzero variables, V = VN , ΓL,+(z) acts in the

space with the first N sites occupied, and is equal to ĀN(z). From (70) we
see that |R, VN〉 are its eigenvectors with eigenvalue Ω̃(VN ž):

ĀN(z)|R, VN〉 = Ω̃(VN ž)|R, VN〉, (94)

and thus we have obtained the left eigenvectors of the open Toda chain
transfer matrix.

The open Toda spin chain wave functions usually denote the (right) eigen-
vectors of AN(z) (20). To properly define them, it is necessary to relax the
constraint λ′N ≥ 0 and allow the spins λ′k to take integer values in order to
be able to diagonalize SN , its z

N coefficient. So, the definition of λ′ needs to
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be extended from partitions to sequences of decreasing integers. The homo-
geneity property [1] (4.17) p 325:

Pλ+1N (VN) = v1 · · · vNPλ(VN) (95)

enables to extend the definition of |R, V 〉. From (63):

〈R, Ǔ |SN =
∑

λ

P ω
λ′+1N (Ǔ)〈λ̄| = ǔ1 · · · ǔn〈R, Ǔ |

we deduce:

S̄N |R, V 〉 = v1 · · · vN |R, V 〉. (96)

We now can obtain the (right) eigenvectors ofAN (z) (20) from those of ĀN

as follows. Let us denote v = v1 · · · vN the eigenvalue of S̄N , and Ā
′
N(z, v) the

restriction of ĀN (z) to the space SN = v. So, in Ā′
N(z, v) we substitute v to

S̄N . We can factor |R, V 〉 = (vSN)
−1
∞ |R′, V 〉 to obtain the eigenstate |R′, V 〉

of Ā′
N(z, v). Similarly, denoting |Wh, V 〉 (Wh for Whittaker) the eigenstate

of AN(z), and A′
N (z, v) the restriction of AN to the space AN = v where

we substitute v to SN . We can factor out δ(SN/v) to obtain the eigenstate
|W ′

h, V 〉 of A′
N(z, v). We recover A′

N (z, v) when we substitute SN−k/v to Sk

in the expression of Ā′
N(ž, v) . From this, the eigenvector of the Toda chain

with the eigenvalue Ω̃(ǓNz) is given by:

|Wh, U〉 = δ(u1 · · ·uNSN)(u1 · · ·uNSN )∞|R,U〉, (97)

which means the inverse Pochhammer symbol must be replaced by a delta
function. For example, the two body wave function is obtained by replacing
(S2v1v2)

−1
∞ by δ(S2v1v2) in (69).

6 Baxter Q Matrix

6.1 Diagonalization of the closed Toda chain Transfer

matrix

In this section, we recover the periodic q-boson, equivalently the closed dis-
cretized Toda-chain Bethe equations using Baxter Q-Matrix approach [6]
chapter 9, or [25][26] chapter 8.6. The results reported in this section have
been obtained in collaboration with Olivier Babelon and Simon Ruisjenaars
[24]. The q-Toda Q-matrix (116) was obtained in a previous work with Michel
Gaudin [27] and related Q-matrices appear in recent works [16][28][29].
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The Bethe roots (178) and the corresponding eigenvalues (179) are recov-
ered as the solutions of the following divisibility problem (here specialized to
the q-boson limit s = 0):

ΛN(z)qn(z) = qn(tz) + xzN tnqn(z/t), (98)

where ΛN(z) and qn(z) are respectively degree N and n polynomials. The
strategy to diagonalize the closed chain transfer matrix ΛToda

N,n (z) (81) consists
in obtaining (98) as a matrix equation where ΛN(z) = ΛToda

N,n (z), qn(w) form a
commuting family of polynomial matrices of the degree N and n respectively.
One then recovers (98) as the scalar equation for their joined eigenvalues.

In simplest nontrivial case, N = n = 2, the configuration space is three
dimensional (λ′0 = 2, λ′2 = 0) with the basis |λ′1〉 where λ′1 takes the values
2, 1, 0, and the expressions of Λ2(z) and q2(z) are given by:

Λ2(z) =





1 + z2x (1− t)z .
(1− t2)zx 1 + z2x (1− t2)z

. (1− t)zx 1 + z2x



 , (99)

q2(z) =





1 −z z2

−(1 + t)zx 1 + z2x −(1 + t)z
z2x2 −zx 1



 . (100)

Our aim here is to prove (98) in the general case and to relate the q-matrix
to the Hall Pieri rules.

The first step is to obtain (98) as a vector equation. For this, we look for
a null vector of a matrix conjugated to:

BN = (TD)12 , (101)

where TToda
D = TND

Toda and TN is defined as:

TN (z) = LToda
1 · · ·LToda

2N+1, (102)

and DToda is the diagonal matrix: (1, tn) (82). For future convenience, in
the definition of TN , we have labeled the Toda Lax matrices (77) with odd
numbers.

We perform a similarity transformation on the LToda
2k+1 matrices defining:

L′
2k+1(z) =M2kL2k+1(z)M

−1
2k+2, (103)

where M2k is a triangular two by two matrix:

M2k =

(

1 x2k
. 1

)

, (104)
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and xk = tλ
′

k . So, if we denote T ′
D the matrix obtained by substituting L′

2k+1

to L2k+1 in TD, we have T ′
D =M0TDM

−1
0 .

We look for a null eigenvector ψ2k+1 of (L′
2k+1)12, which amounts to the

condition:

(zX2k+1(1−
x2k
x2k+1

) + (1− x2k+1

x2k+2

))ψ2k+1 = 0, (105)

with the solution:

ψ2k+1 =
∑

λ′

2k+1

ψ
λ′

2k ,λ
′

2k+2

λ′

2k+1
(−z)|λ′2k+1〉, (106)

where the sum is for λ′2k ≥ λ′2k+1 ≥ λ′2k+2, and:

ψa,c
b (z) = zb−c

(

a− c

a− b

)

t

(107)

with a ≥ b ≥ c. Then, evaluating the action of the diagonal elements yields:

(L′
2k+1)11ψ2k+1(z) = ψ2k+1(tz)

(L′
2k+1)22ψ2k+1(z) = zXkψ2k+1(z/t). (108)

So, given a set of decreasing integers λ′0 ≥ λ′2 ≥ · · · ≥ λ′2N−2 ≥ λ′0 − n,
imposing the periodicity condition

M0 =M2ND
Toda, (109)

equivalently λ′2N = λ′0 − n a solution of:

(T ′
D)12ψ

{λ′

2k} = 0 (110)

is given by:

ψ{λ′

2k} = ψ1 ⊗ ψ3 · · · ⊗ ψ2N−1. (111)

Due to the triangularity of L′
2k+1ψ2k+1:

L′
2k+1ψ2k+1 =

(

ψ2k+1(tz) .
⋆ zX2k+1ψ2k+1(z/t)

)

(112)

the action of T ′
D on ψ{λ′

2k} is a lower triangular two by two matrix the diag-
onal elements of of which are the respectively the direct product of the Lax
matrix diagonal elements. Taking its trace, we recover (98) as a set of vector
equations when we substitute ψ{λ′

2k} to q.
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The second step is to organize the vectors ψ{λ′

2k} into a matrix, by requir-
ing the commutation:

Λ(z)q(z) = q(z)Λ(z) (113)

For this, let us rewrite (98) in a manifestly conjugate invariant way:

ΛHqH(z) = (tn/xzN )1/2qH(tz) + (tnxzN )1/2qH(z/t) (114)

where q = zn/2qH. So, due to the fact that two hermitian matrices commute
if and only if their product is hermitian, (113) will hold if we can define qH

hermitian obeying (114).
In the Toda notations, the scalar product (5) is given by:

〈µ′
1 · · ·µ′

N |λ′1 · · ·λ′N〉 = δλ′,µ′

N
∏

1

(λ′k − λ′k+1)!t. (115)

For example, the norm of the states λ′1 = 2, 1, 0 in the N = n = 2 case are
respectively (t)2, (t)

2
1, (t)2.

Consider the matrix q defined by:

q(z) =
∑

{λ′

2l}

ψ{λ′

2l}〈λ′2l| =

∑

{λ′

l
}

|λ′2l+1〉
N−1
∏

k=0

(−z)λ′

2k−λ′

2k+1

(λ′2k − λ′2k+1)!t(λ
′
2k+1 − λ′2k+2)!t

〈λ′2l| (116)

where the sum is on decreasing sequences of integers λ′0 = n ≥ λ′1 ≥ · · · ≥
λ′2N = 0 ≥ λ′2N+1 = λ′1 − n. We can bring λ′1 to be equal to n in the bra
using (87):

|λ′1 · · ·λ′2N−1〉 = x−λ′

2N+1 |n, λ′3 − λ′2N+1, · · · , λ′2N−1 − λ′2N+1〉. (117)

It defines a degree n polynomial matrix in z, the zero degree matrix elements
being for λ′2k+1 = λ′2k, and the maximal degree elements for λ′2k = λ′2k−1. It
commutes with the translation T (16) acting on Toda configurations as:

T |λ′k〉 = |λ′k+2〉 (118)

qT = T q (119)

and the matrix qH = z−N/2q obeys the hermitian relation:

T q̄H = qH (120)
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Since T commutes with Λ, (113) is satisfied. Moreover, since all matrices
commute with the momentum x, the commutation holds in each finite di-
mensional momentum sector.

Returning to standard notations: µ′
k = λ′2k+1, ν

′
k+1 = λ′2k, q(z) is given by

an expression similar to (65):

q(z)|ν〉 =
∑

µ

(−z)
∑

ν′
k
−µ′

k

N
∏

k=1

(

ν ′k − ν ′k+1

ν ′k − µ′
k+1

)

t

|µ〉 (121)

where the sequences ν, µ are interlaced as: ν ′1 = n ≥ µ′
1 · · · ≥ µ′

N ≥ 0.
Last, we must show that q(u) commutes with Λ(z) and q(v). Here, we

only show the first commutation by adapting an argument of Sklyanin [7].
Denote N the diagonal matrix of the norms:

N|µ〉 = 〈µ|µ〉|µ〉. (122)

Given a matrix Λ, we denote its conjugated by N as:

Λ̃ = NΛN−1, (123)

and so, the commutation relation to be shown becomes:

Λ(z)q(u)N−1 = q(u)N−1Λ̃(z) (124)

To show this relation, let us introduce a Lax operator L(z) and the cor-
responding monodromy matrix:

TN (z) = L1(z) · · ·LN(z) (125)

to represent qN (z) as:

qN(z)N−1 = trs(TN(−z)Ds), (126)

and use (81) to represent Λ.
The condition:

RσsD
σDs = DσDsRσs (127)

where Dσ = diag(1, tn) determines Ds (126) to be:

Ds = S−n (128)

From the definition of the hermitian conjugation, Λ̃ = tΛ̄(ž), is obtained
by substituting L̃Toda(z) to LToda(z) in (102), where L̃Toda

k (z) = tL̄Toda
k (ž)

with L̄Toda defined in (93):

L̃Toda
k (z) =

(

1 + zXk zxkXk

−x−1
k .

)

. (129)

22



The commutation relation will then follow from the intertwining Yang-
Baxter relation [3]:

Rσs(z/u)L
Toda
σx (z)Lsx(u) = Lsx(u)L̃

Toda
σx (z)Rσs(z/u) (130)

The notation Lσx, Lsx, means the matrices act respectively in the direct
product of the two dimensional σ space and the x spin space, the direct
product of the s and x spin spaces.

Multiplying (130) by the permutation Pxs of x and s to the right, it
rewrites:

Rσs(z/u)L
Toda
σx (z)Ľ(u) = Ľ(u)L̃Toda

σs (z)Rσx(z/u) (131)

where Ľ = LsxPsx. If we take:

Rσs(z) =

(

1 + zS s
−s−1(1− S) −1

)

, (132)

This R-matrix is the q-deformed R-matrix of [25] (14.54) used by Sklyanin
[7] in the Toda case, it also appears in Korff in a similar context [16]. The
above relation rewrites in matrix form as:

(

1 + z/uS s
−s−1(1− S) −1

)(

1 + zX x
−zXx−1 .

)

Ľ(u) =

Ľ(u)

(

1 + zS zsS
−s−1 .

)(

1 + z/uX x
−x−1(1−X) −1

)

(133)

which amounts to the following relations:

Ľx = xĽ

ĽSX = SXĽ

Ľx/s = x/s(1− S)Ľ

uĽ(1− s/x)S = SĽ (134)

to be satisfied with: sS = tSs and xX = tXx. The solution is factorized as:

Ľ(u) = G(S)Fu(s/x) (135)

where F,G satisfy Pochammer (q-Gamma) identity:

uFu(s)(1− s)S = SF (s)

(1− S)G(S)s = sG(S) (136)
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and are represented as follow in the basis where s is diagonal s|n〉 = tn|n〉:

Fu|n〉 = ǔn/n!t|n〉
G|n〉 =

∑

k≥n

1/(k − n)!t|k〉 (137)

In matrix form:

Lsx(u)|νs, νx〉 =
∑

µs

ǔνx−νs

(µs − νx)!t(νx − νs)!t
|µs, νs〉, (138)

with µs ≥ νx ≥ νs.
Substituting (138), (128) in (126), we verify that q(z) agrees with our

previous expression (121), concluding the proof that q(z) and Λ(w) commute.

6.2 The Hall Pieri rule

In this section, we obtain the expression of the vertex operators ΓR,± (65) by
solving the two hermitian conjugated relations:

ΓR,+(u)ΓL,−(z) = (1 + zǔ)ΓL,−(z)ΓR,+(u)

ΓL,+(z)ΓR,−(u) = (1 + žu)ΓR,−(u)ΓL,+(z) (139)

The first equation tells us that if we iterate the action of ΓL,−(vi) on the
vacuum, we create the state |L, V 〉 eigenstate of ΓR,+(z) with the eigenvalue
Ω̃(žV ). It is therefore equivalent to the Hall-Pieri rule (72). The second
equation tells us that if we iterate the action of ΓR,−(vi) on the vacuum,
we create the ω-dual states |R, V 〉, eigenstates of ΓL,+(z) with the same
eigenvalue Ω̃(žV ), closely connected to the open Toda chain eigenstates as
we saw in section (5).

Let PN denote the projector onto partitions |λ〉 having the multiplicity
of 1, λ1, less or equal to N : λ′N+1 = 0, and PM the projector onto parti-
tions of length l(λ) = λ′1 less or equal to M . By construction, ΓL,−P

M =
PM+1ΓL,−P

M , and the finite size q-boson transfer matrices defined in (19)
are obtained by projection: AL

N = PNΓ
L
− = PNΓ

L
−PN .

We shall require ΓR,± to be hermitian conjugated:

Γ̄R,−(z) = ΓR,+(z). (140)

Define the finite size projections of ΓR,+ to be ĀR
N where ĀR

N = PNΓ
R
+ =

PNΓ
R
+PN+1, and require ΓR

+PM = PMΓR
+PM .
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With these condition satisfied, the two equations (139) are conjugated.
Dividing the first one by the norm matrix (N ) to its right and projecting
with PN to its left, it becomes:

(1 + zǔ)AL
N(z)Ā

R
N (u)N−1 = ĀR

N(u)N−1ÃL
N+1(z) (141)

where:

AL
N(z) = TToda

N (z)11

ÃL
N+1(z) = T̃Toda

N+1 (z)11 − T̃Toda
N+1 (z)12. (142)

We take ĀR
N(u) equal to:

ĀR
N (u) = (TN+1(u))∞0N . (143)

In matrix form:

ĀR
N (u)|λ〉 =

∑

µ

N+1
∏

k=1

ǔλk−µk
(λk − λk+1)!t

(λk − µk)!t(µk − λk+1)!t
|µ〉, (144)

with λ1 ≥ µ1 · · · ≥ µN ≥ λN+1 ≥ µN+1 = 0. ĀR
N(u) satisfies the required

commutation relations with PM and PN , and the corresponding N = ∞
matrix ΓR,+ agrees with the definition (65) of the Hall Pieri rules.

To prove (141), consider the Matrix element of the Yang-Baxter equation
(130):

Rσs(zǔ)(T
Toda
N+1 )σ(z)(TN+1)s(u) = (TN+1)s(u)(T̃

Toda
N+1 )σ(z)Rσs(zǔ) (145)

taken between the states 〈1| ⊗ 〈∞| and |2〉 ⊗ |0〉 in the direct product of the
two dimensional σ-space with the spin s-space. We eliminate R on the left-
hand side with 〈1| ⊗ 〈∞|R = (1 + zǔ)〈1| ⊗ 〈∞|, and on the-right hand side
with R|2〉⊗|0〉 = (|1〉−|2〉)⊗|0〉. We also remove LToda

N+1 on the left-hand side
using LToda

N+1|2〉 = |1〉, due to the zero value of the boundary spin: µN+1 = 0.
The resulting expression is equal to (141).

Notice that unlike the commutation relations between ΓL,−(z) and ΓL,+(u),
the commutation relations between ΓL,−(z) and ΓR,+(u) are already satisfied
in finite size. The commutations between ΓR,± and ΓL,± can be obtained
along the same line and we shall study the commutations of ΓR,± between
themselves elsewhere [30].
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7 A remark on the Half infinite chain and the

Gaudin determinant

In this section, we consider the scalar product of two XXZ Bethe states on
a semi-infinite chain which Gaudin expressed using the determinant (155)
[11]. Recently, Kirillov and Noumi [31], and Warnaar [32] obtained the same
determinant by applying the Sekuiguchi-Debiard operator to the Cauchy
identity (43). Betea and Wheeler [33] reinterpreted it as the scalar product
of two q-boson wave functions on the semi-infinite chain. We present here an
interpolating scalar product (We do not give the proof here, but the result
can already be inferred from the two particle case) by extending the argument
of [26][25] chapter 4. Appendix B to an arbitrary spin.

We now consider the SL2 lax matrix reducing to (6) for s = 0:

(1 + zs)Ls(z) =

(

1 + zK zS−

S+ z +K

)

(146)

where:

K = sτ, S− = S−1(1− τ), S+ = S(1− s2τ). (147)

The scalar product such that S− is the adjoint of S+:

〈n|m〉s = (t)m/(s
2)mδn,m (148)

replaces (3).
The Bethe-Lieb eigenvectors of the semi-infinite chain take the form (168):

Rs
µ(Ǔn) =

1
∏n

k=1(1 + sǔk)

∑

P

B(ǔi)ξ(ǔ1)
µ1 · · · ξ(ǔn)µn (149)

where P permutes the ǔk, and ξ(ǔk), B(ǔi), are defined in (173), (175). The
normalization prefactor is put for further convenience.

Notice that Rs
µ is proportional to the symmetrizer of the Hecke algebra

⋒ acting on the monomial
∏n

1 ξ(ǔi)
µi where ⋒ defined as:

f ⋒ (ǔl) =
(1− t)n

n!t

∑

P

f(ǔ1, · · · , ǔn)
∏

i<j

ǔi − tǔj
ǔi − ǔj

(150)

and the Hecke algebra is generated by:

f ⋒k (ǔl) = f(· · · ǔk, ǔk+1 · · · )
ǔk − tǔk+1

ǔk − ǔk+1
+ (ǔk ↔ ǔk+1) (151)
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We consider the scalar product of two Bethe wave functions on the semi
infinite line µk ≥ 0:

∆s
n(Ǔn, Vn) =

∑

0≤µ1≤···≤µn

1

〈µ|µ〉s
Rs

µ(Ǔn)R
s
µ(Vn). (152)

It is given by:

∆s
n(Ǔn, Vn) =

t
n(n−1)

2

(1− t)n
Dn

δn
(153)

where δn is the Cauchy determinant:

δn = | 1

1− tǔkvl
|, (154)

∆n the Gaudin determinant:

Dn = | 1

(1− ǔkvl)(1− tǔkvl)
|. (155)

Therefore, the scalar product which interpolates between the XXZ-chain for
ts2 = 1 and the Hall-Littlewood polynomials for s = 0 does not depend on
the spin.

Kirillov, Noumi and Warnaar obtained the q-deformation of the Hall-
Littlewood formula as:

∑

λ

P qt
λ (Vn)Q

qt
λ (Ǔn)

n
∏

k=1

(1− qλktn−k+1) = Ω(
1− t

1− q
qVnǓn)t

n(n−1)
2 (1− t)n

Dn

δn

(156)

where P qt is the Macdonald polynomial [1] and λ1 ≥ · · · ≥ λn ≥ 0. Indeed,
if one sets q = 0 in the preceding expression, using (51), it rewrites:

∑

λ

Rλ(Vn)Rλ(Ǔn)

〈λ|λ〉 =
t
n(n−1)

2

(1− t)n
Dn

δn
(157)

which is (153) for s = 0.
Lascoux [34] reduced the q 6= 0 case to q = 0 as follows. The only q

dependence of the right hand side of (156) comes from the first factor, and
we can also factor it out from the left hand side. Representing the product
as the eigenvalue of a Dunkl operator [35]) enables to rewrite the left hand
side as a modification of the Cauchy Kernel equal to:

Ω(
1 − t

1 − q
ǓnVn)(1− tτq) · · · (1− tnτq)⋒ (158)
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with ǔiτq = ǔi+1 and ǔn+1 = qǔ1.
Let Xn = Xk + X̄k where Xk = {x1, · · ·xk}, X̄k = {xk+1, · · ·xn}. We

have:

Ω(
1− t

1− q
Xn)τ

k
q = Ω(

1− t

1− q
(qXk + X̄k))

where τq is defined as above with ǔ → x. Substituting qXk + X̄k = qXn +
(1− q)X̄k, we deduce it is also equal to:

Ω((1− t)Xn)τ
k
0Ω(q

1− t

1− q
Xn). (159)

So, (158) is also equal to:

Ω((1− t)VnǓn)(1− tτ0) · · · (1− tnτ0) ⋒ Ω(
1− t

1− q
qVnǓn) (160)

reducing q 6= 0 to:

Ω((1− t)VnǓn)(1− tτ0) · · · (1− tnτ0)⋒ = t
n(n−1)

2 (1− t)n
Dn

δn
(161)

which is (157).

8 Conclusions and perspectives

In this paper, we have studied the q-boson model and a discretized version
of the Toda lattice on finite and semi infinite chains in relation with the
theory of the Hall-Littlewood multi-variable orthogonal polynomials. We
have observed that the semi infinite transfer matrices are vertex operators
with Cauchy type commutation relations.

As a very interesting application, we observe that the q-boson model
appears via the Hall-Pieri rules when studying the current fluctuations of the
Asymmetric Simple Exclusion Process, as explained by Lazarescu in part III
of his thesis [36].

Although most of the semi infinite chain results are straightforward to
extend to the Macdonald case, the underlying statistical models seem not to
be expressible in terms of local Boltzmann weights. However, some important
simplifications occur with the Hall-Pieri rules [37] which suggest that these
Macdonald lattice models are simpler than they appear. One can also run
the process backwards to define them on finite lattices. It will be interesting
to investigate how the finite size version is connected to the Yang-Baxter
equation and the possibility to use the Bethe-ansatz to obtain its spectrum.
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Another point not touched here is the fact that the components of the
eigenvectors are also eigenstates of the Sekuiguchi-Debiard operators.

The very simple discretized Toda chain we have introduced here can be di-
agonalized by coordinate Bethe-Anzats. It does not satisfy the more physical
Hermitian condition of the Ruijsenaars q-Toda chain. Although we cannot
use the coordinate Bethe-ansatz in that case, we expect that the Q-matrix
diagonalization of section (6) reveals useful as for the Toda chain [38] (see
for example [39][24]).
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A Bethe-Lieb diagonalization

In this appendix, we partially diagonalize the transfer matrix (12) of the spin
chain considered in section (7) by adapting the discussion of [26] [25] section
7.3. or [6] sections 8.2-4 to this case. The Bethe-Lieb technique has the
advantage to provide an explicit expression of the eigenfunctions (which are
studied thoroughly in [40] in the infinite chain limit).

The monodromy matrix is:

T s
N (z) = Ls

0L
s
1 · · ·Ls

N−1 (162)

where Ls is defined by (146), we want to find the left eigenvectors of:

Λs
N,X(z) = Tr T s

N (z)D (163)

with D = (1, X) (13).
In the sector of M Bosons, the eigenvalue equation writes:

∑

λ

Rλ(U)(Λ
s
N )λµ(z) = Λ̃s

N(zU)Rµ(U) (164)

where l(µ) = l(λ) =M . We limit our treatment to the states µ such that the
lattice sites are occupied by at most one Boson. All the parts µk are distinct:
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mi(µ) ≤ 1. Therefore, the only λ which contribute to the sum are those for
which mi(λ) ≤ 2.

We define the Bolzman weights:

ω1 = 1 + zs ω3 = z + s ω5 = z(1− t)
ω2 = z + ts ω4 = 1 + zts ω6 = 1− s2 ω0 = 1− s2t.

(165)

The matrix elements for λ’s with all parts unequal (λi 6= λi+1 for all i)
can be written as:

Λs|µ〉 =
M
∏

1

Dµiλi
D̄λiµi−1

|λ〉 (166)

where µ0 = µM +N , and:

Dmn =
ωn−m−1
3 ω6, m < n
ω4/ω5, m = n

D̄nm =
ωm−n−1
1 ω5, n < m
ω2/ω6, n = m.

(167)

To properly evaluate the matrix elements Λs
λµ when the partitions λ has equal

parts, we must correct the boundary terms λi = λi−1 = µi−1 by substituting
ω0ω5 to ω2ω4 for each occurrence of D̄µiµi

Dµiµi
.

For the eigenvector, we take the ansatz:

Rµ =
∑

P∈SM

B(P )ξµ1

P1
· · · ξµM

PM
(168)

where B(P ) are amplitudes to be determined, and we assume it is valid for
µ0 ≥ µ1 · · · ≥ µM .

Let us write the (incorrect) eigenvalue equation as if (166) was still valid
for λ’s with equal parts:

(RAs)µ =
∑

P∈SM

B(P )
∑

µi≤λi≤µi−1

M
∏

1

Dµiλi
D̄λiµi−1

ξλi

Pi
. (169)

For a fixed permutation, we can effect the sum over each λi independently
in (169), and using:

∑

m2≤n≤m1

Dm2nD̄nm1ξ
n = (

ξω5ω6

ω1 − ξω3

+ ω4)ω
m2−m1−1
1 ξm2 + (ω2 −

ω5ω6

ω1 − ξω3

)ωm2−m1−1
3 ξm1

= X2 + Y1 (170)
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where the subscript of X, Y coincides with that of the exponent of ξ, we get
for P = 1:

∑

µi≤λi≤µi−1

M
∏

1

Dµiλi
D̄λiµi−1

ξλi

i = (XM + YM−1)(XM−1 · · ·Y1)(X1 + Y0) (171)

where it is understood that Xi + Yi−1 is a function of ξi. To recover the

correct eigenvalue equation, the term ω2ω4 in the products YiXi needs to be
replaced by ω0ω5.

We can choose the amplitudes B(P ) such that after the summation over
the permutations, only the terms X1 · · ·XM , Y0 · · ·YM−1, survive. this will
be the case if we can cancel the terms YiXi by requiring:

B(P )Yi(ξPi+1
)Xi(ξPi

) +B(P (i, i+ 1))Yi(ξPi
)Xi(ξPi+1

) = 0 (172)

where (i, j) denotes the permutation of i with j. The product (ξPi
ξPi+1

)λi

factors out, and using the Orbach parametrization:

ξi = ξ(ui) =
ui + s

1 + uis
(173)

the condition (172) becomes:

B(P )

B(P (i, i+ 1))
= −uPi

− tuPi+1

uPi+1
− tuPi

(174)

with the solution B(P ) = B(uP1, · · · , uPM
):

B(uk) =
∏

i<j

ui − tuj
ui − uj

(175)

In the closed chain case, we must take into account the periodicity con-
ditions S+

k+N = XS+
k , S

−
k+N = X−1S−

k , which impose:

Rµn+N ,µ1,···µn−1 = XRµ1,···µn
, (176)

or:

B(P )ξNP1 = XB(PC) (177)

where Ck = k + 1. Then, using (174) to express B(PC)/B(P ) as a prod-
uct over the two-body scatterings, this condition gives the Bethe equations
determining the ui’s:

Xξ(uk)
−N =

∏

l 6=k

uk − tul
tuk − ul

, (178)
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and the eigenvalue is the prefactor of
∏

ξλi

i in X1 · · ·XM + Y0 · · ·YM−1 in
(171) equal to:

Λ̃s
N(zU) = ωN

1

M
∏

i=1

1− ztui
1− zui

+XωN
3 t

M

M
∏

i=1

1− zui/t

1− zui
. (179)

The preceding discussion only proves the validity of the ansatz (168) with
B(P ) given by (175) for configurations λ with mk(λ) ≤ 2, and we will assume
it is correct for mk(λ) arbitrary nonnegative integers.
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