Simulations of protostellar collapse using multigroup radiation hydrodynamics

Neil Vaytet, Gilles Chabrier, Edouard Audit, Benoît Commerçon, Jacques Masson, Jason Ferguson, Franck Delahaye

To cite this version:

HAL Id: cea-01135422
https://hal-cea.archives-ouvertes.fr/cea-01135422
Submitted on 25 Mar 2015

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Simulations of protostellar collapse using multigroup radiation hydrodynamics

II. The second collapse

Neil Vaytet1, Gilles Chabrier1,2, Édouard Audit3,4, Benoît Commerçon5, Jacques Masson1, Jason Ferguson6, and Franck Delahaye7

1 École Normale Supérieure de Lyon, CRAL, UMR CNRS 5574, Université de Lyon, 46 Allée d’Italie, 69364 Lyon Cedex 7, France
2 School of Physics, University of Exeter, Exeter, EX4 4QL, UK
3 Maison de la Simulation, USR 3441, CEA – CNRS – INRIA – Université Paris-Sud - Université de Versailles, 91191 Gif-sur-Yvette, France
4 CEA/DSM/IRFU, Service d’Astrophysique, Laboratoire AIM, CNRS, Université Paris Diderot, 91191 Gif-sur-Yvette, France
5 Laboratoire de radioastronomie, UMR CNRS 8112, École Normale Supérieure et Observatoire de Paris, 24 rue Lhomond, 75231 Paris Cedex 5, France
6 Department of Physics, Wichita State University, Wichita, KS 67260-0032, USA
7 LERMA, Observatoire de Paris, ENS, UPMC, UCP, CNRS, 5 place Jules Janssen, 92190 Meudon, France

Received 6 March 2013 / Accepted 1 July 2013

ABSTRACT

Context. Star formation begins with the gravitational collapse of a dense core inside a molecular cloud. As the collapse progresses, the centre of the core begins to heat up as it becomes optically thick. The temperature and density in the centre eventually reach high enough values where fusion reactions can ignite, and the protostar is born. This sequence of events entails many physical processes, of which radiative transfer is of paramount importance. Simulated collapsing cores without radiative transfer rapidly become thermally supported before reaching high enough temperatures and densities, preventing the formation of stars.

Aims. Many simulations of protostellar collapse make use of a grey treatment of radiative transfer coupled to the hydrodynamics. However, interstellar gas and dust opacities present large variations as a function of frequency, which can potentially be overlooked by grey models and lead to significantly different results. In this paper, we follow up on a previous paper on the collapse and formation of Larson’s first core using multigroup radiation hydrodynamics (Paper I) by extending the calculations to the second phase of the collapse and the formation of Larson’s second core.

Methods. We have made the use of a non-ideal gas equation of state as well as an extensive set of spectral opacities in a spherically symmetric fully implicit Godunov code to model all the phases of the collapse of a 0.1, 1, and 10 M⊙ cloud cores.

Results. We find that, for an identical central density, there are only small differences between the grey and multigroup simulations. The first core accretion shock remains supercritical while the shock at the second core border is found to be strongly subcritical with all the accreted energy being transferred to the core. The size of the first core was found to vary somewhat in the different simulations (more unstable clouds form smaller first cores) while the size, mass, and temperature of the second cores are independent of initial cloud mass, size, and temperature.

Conclusions. Our simulations support the idea of a standard (universal) initial second core size of ~3 × 10^{-3} AU and mass ~1.4 × 10^{-3} M⊙. The grey approximation for radiative transfer appears to perform well in one-dimensional simulations of protostellar collapse, most probably because of the high optical thickness of the majority of the protostar-envelope system. A simple estimate of the characteristic timescale of the second core suggests that the effects of using multigroup radiative transfer may be more important in the long-term evolution of the protostar.
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1. Introduction

The formation of new low-mass stars begins with the gravitational collapse of a cold dense core inside a molecular cloud which then heats up in its centre as the pressure and density increase from the compression, a problem which entails many physical processes (hydrodynamics, radiative transfer, magnetic fields, etc.) over a very large range of spatial scales (Larson 1969; Stahler et al. 1980; Masunaga et al. 1998). The collapsing material is initially optically thin to the thermal emission from the cold gas and dust grains and all the energy gained from compressional heating is transported away by the escaping radiation, which causes the cloud to collapse isothermally in the initial stages of the formation of a protostar. When the optical depth of the cloud reaches unity, the radiation is absorbed by the system which starts heating up, taking the core collapse through its adiabatic phase. The strong compression forms an accretion shock at the border of the adiabatic core (also known as Larson’s first core). The first core continues to accrete the surrounding material, grows in mass but still contracts further thanks to the gravity which overcomes the thermal support as well as radiative losses. With contraction comes a rise in gas temperature, and as it reaches 2000 K the hydrogen molecules begin to dissociate. This leads the system into its second phase of collapse.
because of the endothermic nature of the dissociation process. The second collapse ends when most or all of the \( \text{H}_2 \) molecules have been split and a second much more dense and compact hydrostatic core is formed at the centre; Larson’s second core is born (Larson 1969; Masunaga & Inutsuka 2000, hereafter MI00; Stamatellos et al. 2007, hereafter SWBG07; Tomida et al. 2013, hereafter Tea13).

Numerical studies of the first and second collapse are very demanding, they require the solutions to the full radiation hydrodynamics (RHD) system of equations, and three-dimensional RHD simulations have only just recently become possible with modern computers. One-dimensional studies including the most complex physics are still leading in terms of understanding and discovering the physical processes at work. In particular, including frequency dependent radiative transfer is essential to properly take into account the strong variations of the interstellar gas and dust opacities as a function of frequency (see for example Ossenkopf & Henning 1994; Li & Draine 2001; Draine 2003a; Semenov et al. 2003; Ferguson et al. 2005). Three-dimensional full frequency-dependent radiative transfer is still out of reach of current computer architectures and only rare attempts with simplified methods have been made in the context of star formation (see e.g. Kuiper et al. 2011). In this paper, we continue the recent one-dimensional simulations of the first collapse of Vaytet et al. (2012, hereafter Paper I) by following the evolution of the system through the second phase of the collapse up to the formation of the second Larson core. This involves the inclusion of a sophisticated equation of state (EOS) to reproduce the effects of the \( \text{H}_2 \) dissociation, which cannot be achieved using the more common ideal gas EOS. A new set of frequency-dependent opacities was also developed since the one used in Paper I was only valid for temperatures below \( \sim 2000 \) K.

We first describe the numerical method, EOS, and opacities used in the simulations. The frequency dependence is implemented through the multigroup method in which the frequency domain is divided into a finite number of bins or groups, and the opacities are averaged within each group (Vaytet et al. 2011). The thermal evolution of the system is then described and radial profiles are presented. Simulations of the collapse of clouds with different initial masses were performed and the properties of the first and second cores are listed.

### 2. The multigroup RHD collapse simulations

#### 2.1. Numerical method and initial conditions

The code used to solve the multigroup RHD equations was an updated version of the one-dimensional fully implicit Lagrangian code used in Paper I. Most of the code remained unchanged, but a new EOS and opacity database were added (see Sect. 2.2), as well as a parallelisation scheme using OpenMP. The grid comprises 2000 cells logarithmically spaced in the radial direction.

The initial setup for the dense core collapse was identical to Paper I. A uniform density sphere of mass \( M_0 = 1 \ M_\odot \), temperature \( T_0 = 10 \) K (\( c_\odot = 0.187 \text{ km s}^{-1} \)), and radius \( R_0 = 10^4 \) AU collapses under its own gravity. The ratio of thermal to gravitational energy in the cold gas cloud is

\[
\alpha = \frac{5R_0k_BT_0}{2GM_0m_\text{H}t_\text{ff}} = 1.02,
\]

where \( G \) is the gravitational constant, \( k_B \) the Boltzmann constant, \( \mu \) the mean molecular weight, and \( m_\text{H} \) the mass of the hydrogen atom. The cloud’s free-fall time is \( t_\text{ff} \sim 0.177 \) Myr\(^1\). The radiation temperature is in equilibrium with the gas temperature (the energy of a black body with \( T = 10 \) K is divided among the frequency groups according to the Planck distribution) and the radiative flux is set to zero everywhere. The boundary conditions are reflexive at the centre of the grid \((r = 0)\) and have imposed values equal to the initial conditions at the outer edge of the sphere.

#### 2.2. Gas equation of state

We used the gas equation of state (EOS) of Saumon et al. (1995, hereafter SCVH95) which models the thermal properties of a gas containing the species \( \text{H}_2, \text{H}, \text{H}^+, \text{He}, \text{He}^+, \) and \( \text{He}^{2+} \) (the He mass concentration was 0.27). We extended their original EOS table to low temperatures (below \( 125 \) K) and densities (below \( 10^{-6} \text{ g cm}^{-3} \)) by computing the partition function for \( \text{H}, \text{He}, \) and \( \text{H}_2 \) (taking into account the correct rotational excitation levels for \( \text{H}_2 \)). The Debye-Hückel interaction term and the Hummer & Mihalas (1988) excluded volume interaction are both included in the computation of the chemical equilibrium, and the zero point of energy is chosen as the ground state of the \( \text{H}_2 \) molecule. The calculation is trivial but rather tedious and, for the sake of conciseness, is not explicit further.

Figure 1 displays \( \mu \) and the effective ratio of specific heats (\( \gamma_{\text{eff}} \)) obtained from the resulting table as a function of temperature for five different gas densities. The table recovers the transition around \( 85 \) K (see Sears & Salinger 1975, p. 378) from a monatomic \( \gamma_{\text{eff}} = 5/3 \) at low temperatures (when the \( \text{H}_2 \) rotational levels are frozen) to a diatomic gas with \( \gamma_{\text{eff}} = 7/5 \). Because of the Boltzmannian nature of the energy distribution, rotational levels start to get excited as early as \( 30 \) K, and the transition from a monatomic to a diatomic \( \gamma_{\text{eff}} \) operates smoothly as the temperature increases. This realistic EOS table also enables us to properly model the second phase of the collapse which begins with the dissociation of \( \text{H}_2 \) around \( T \sim 2000 \) K (also visible in Fig. 1; we note that the dissociation temperature varies somewhat with the gas density).

#### 2.3. Interstellar dust and gas opacities

For our multigroup simulations, we require temperature and density-dependent monochromatic opacities for the interstellar gas. A complete set of monochromatic opacities, covering the range \( 10^{-19} \text{ g cm}^{-2} < \rho < 10^2 \text{ g cm}^{-3} \) and \( 5 \text{ K} < T < 10^6 \) K does not exist in the literature and we had to piece together several different tables. We used three different opacity sets, one for interstellar dust, one for molecular gas, and one for atomic gas; this is illustrated in Fig. 2.

At low temperatures (below \( 1500 \) K), the opacities of the interstellar material are dominated by the one percent in mass of dust grains present in the medium. For this temperature region, we used (as in Paper I) the monochromatic opacities from Semenov et al. (2003)\(^2\) who provide dust opacities for various types of grains in five different temperature ranges (we assume that the dust opacities are independent of gas density and that the dust is in thermal equilibrium with the gas; see

\(^1\) In Paper I we had \( \alpha = 0.98 \) for the same set of initial conditions because of a mean particle weight of \( 2.375 \) that corresponds to a gas of solar abundances, while in our new EOS only \( \text{H} \) and \( \text{He} \) are considered and the mean particle weight is \( 2.31 \) for a He concentration of 0.27.

\(^2\) http://www.mpia.de/homes/henning/Dust_opacities/Opacities/opacities.html
e.g. Galli et al. 2002). We used the spectral opacities for homogeneously spherical dust grains and normal iron content in the silicates (Fe$_2$(Fe + Mg) = 0.3). At the high frequency end ($\nu > 3 \times 10^{15}$ Hz), we have completed the set with high-energy dust opacities from Draine (2003b), giving a total of 583 frequency bins between $3 \times 10^9$ and $3 \times 10^{18}$ Hz. The opacities at those high frequencies are not very important since the dust is only present at low gas temperatures (below 1500 K) and there will be virtually no radiative energy in that part of the spectrum. The Draine opacities were only included so that the UV and X-ray frequency groups had a non-zero opacity in the cold parts of the simulation. The dust $\kappa(\rho, T, \nu)$ data set is pictured in Fig. 2 (red circles).

For temperatures between $\sim$1500–3200 K, the dust grains are rapidly destroyed and molecular gas opacities prevail (see Ferguson et al. 2005). We have used a set of monochromatic opacities for the range $10^{-17}$ g cm$^{-3} < \rho < 10^{-5}$ g cm$^{-3}$ and 1500 K < $T$ < 3200 K for an interstellar gas with solar abundances comprising $\sim$26000 frequency bins between $6 \times 10^{11}$ and $3 \times 10^{17}$ Hz that were calculated based on the computations discussed in Ferguson et al. (2005). This is shown in Fig. 2 (green crosses).

Finally, at temperatures above $\sim$3200 K there are no more molecules and the atomic opacities take over. In the range $10^{-20}$ g cm$^{-3} < \rho < 10^6$ g cm$^{-3}$ and $10^{3.5}$ K < $T$ < $10^6$ K, we have used a set of monochromatic OP opacities with 10000 frequency bins in the range $0.1 < h\nu/k_B T < 20$ (Badnell et al. 2005). The atomic gas opacities are represented in Fig. 2 by blue squares.

Our resulting raw table covers the entire evolutionary track of a two-stage cloud collapse, as opposed to the one used by Teal13 which is incomplete, especially towards the high temperatures and densities reached during the second collapse, where they used simple extrapolations as opposed to real opacities (see their Appendix B).

In our multigroup method, we need to compute Planck ($\kappa_P$) and Rosseland ($\kappa_R$) mean opacities as a function of density and temperature for each frequency group. We describe below the three-step process we employ to efficiently compute the group mean opacities $\kappa_P$ and $\kappa_R$ (see Fig. 3).

(a) $\kappa_P$ and $\kappa_R$ are computed for each spectral point in the ($\rho, T$) table (Fig. 2) once at the beginning of the simulation.

(b) Since the points in the table are not all regularly spaced in $\rho$ and $T$, a Delaunay triangulation is computed in the ($\rho, T$) plane using each table point as a triangle vertex.

(c) Each triangle from the Delaunay triangulation represents a plane in the ($\rho, T, \kappa$) space. We are now able to overlay a fine rectangular grid of opacity points which are computed from their coordinates in the opacity planes (triangles).

This fine rectangular mean opacity grid allows for fast index finding and efficient bicubic interpolation during the rest of the simulation. The edges of the table, outside of all the triangles, were filled by simply using the outermost value of the closest triangle, giving more or less a flat opacity surface. This was only included for consistency as these extreme values of ($\rho, T$) were never reached in the simulations. The fine regular mesh of Rosseland mean opacities averaged over the entire frequency range (in the case of a single frequency group) is shown in Fig. 4. We note the presence of the sharp opacity gap in the region log($T$) $\sim$ 3.2 corresponding to the destruction of the dust grains. We also see that there is an opacity peak for log($T$) $\sim$ 4.5 at high densities.

3. Results

Grey (run 1) and multigroup (run 2) simulations of the collapse of a dense core were performed (see Table 1). In the grey run, the radiative quantities were integrated over the entire frequency range (0 to $10^{19}$ Hz) while for the multigroup run, 20 frequency groups were used; the decomposition of the frequency domain is illustrated in Fig. 5. The simulations were run until the central density reached $\rho_c = 6 \times 10^{-2} \text{ g cm}^{-3}$.

3.1. The two phases of the 1 $M_\odot$ cloud collapse

Figure 6 shows the thermal evolution at the centre of the cloud core for the grey (black) and the multigroup (red) simulations alongside results from other studies. The protostellar collapse occurs as follows:

- The cloud core first contracts under its own gravity and, as the cloud is optically thin, all the compression heating is radiated away; the cloud collapses isothermally.

![Fig. 1. SCvH95 EOS and its extension to low densities: $\mu$ (a) and $\gamma_{eff}$ (b) as a function of temperature for five different densities (see colour key in each panel).](image-url)
Fig. 2. Spectral opacities $\kappa(\rho, T, \nu)$. Each data point represents a set of spectral opacities for a given density and temperature. The table has been compiled from three different opacity collections. At low temperatures (below 1500 K), the dust opacities are from Semenov et al. (2003) and are completed by the dust grains opacities of Draine (2003b) at the high frequency end (red circles). For temperatures between 1500 and 3200 K, the opacities for molecular gas based on the Ferguson et al. (2005) calculations are used (green crosses). Finally, for temperatures above 3200 K, the atomic gas opacities are from the OP project (Badnell et al. 2005, blue squares). Two coloured areas, grey and yellow, show the approximate range of densities and temperatures typically reached during the first and second stages of the collapse of a cloud core, respectively.

- As the density inside the core increases, the optical depth eventually surpasses unity and the cloud begins to retain the heat from compression. This is the formation of the first core ($M \sim 2 \times 10^{-2} M_\odot$, $R \sim 10$ AU) and the core subsequently contracts adiabatically.
- In the adiabatic phase, the temperatures are high enough for the rotational degrees of freedom of $\text{H}_2$ to be excited, and the effective adiabatic index $\gamma_{\text{eff}}$ is that of a diatomic gas ($=7/5$). The first core continues to contract and accrete infalling material.
- When the temperature inside the first core reaches $\sim 2000$ K, the molecules of $\text{H}_2$ begin to dissociate. This endothermic process constitutes an important energy sink which initiates the second phase of the collapse. During this phase, $\gamma_{\text{eff}}$ is usually approximated to about 1.1 (see MI00), although our results suggest that it is in fact somewhat higher.
- Finally, once all the $\text{H}_2$ has been dissociated, the second collapse ends, the adiabatic regime is restored, and the second core is formed ($M \sim 10^{-3} M_\odot$, $R \sim 3 \times 10^{-3}$ AU $\simeq 0.62 R_\odot$).

The thermal evolutions of the grey and multigroup simulations are very similar to each other. Small differences are visible at the time of first hydrostatic core formation, with the multigroup simulation developing a core slightly earlier. The time of first core formation corresponds to the time when the collapsing envelope becomes optically thick and the radiation can no longer escape from inside the system. If the opacities are different in the grey and multigroup cases, one would expect the first cores to form...
Fig. 3. The three steps in the construction of the regular opacity table. (a) Group average opacities are computed for each spectral point in the \((\rho, T)\) table. (b) A Delaunay triangulation is computed in the \((\rho, T)\) plane using each table point as a triangle vertex. Each triangle from the Delaunay triangulation represents a plane in the \((\rho, T, \kappa_g)\) space. (c) We then overlay a fine rectangular grid of opacity points which are computed from their coordinates in the opacity planes (see text for more details).

Fig. 4. Grey Rosseland mean opacity as a function of temperature and density. The steep trench (dark blue) along the density dimension around \(T \approx 1500\) K corresponds to the destruction of dust grains, while the high peak (in red) represents the region where the dominant atomic gas opacities become very high.

Table 1. Initial conditions for the different simulations.

<table>
<thead>
<tr>
<th>Run number</th>
<th>Mass of cloud (M(_\odot))</th>
<th>Number of frequency groups</th>
<th>(R_{\text{init}}) (AU)</th>
<th>(T_{\text{init}}) (K)</th>
<th>(\alpha)</th>
<th>(t_{\text{ff}}) (Myr)</th>
<th>Time (Myr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10(^4)</td>
<td>10</td>
<td>1.02</td>
<td>0.177</td>
<td>0.193</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>20</td>
<td>10(^4)</td>
<td>10</td>
<td>1.02</td>
<td>0.018</td>
<td>0.021</td>
</tr>
<tr>
<td>3</td>
<td>0.1 M(_\odot)</td>
<td>1</td>
<td>10(^4)</td>
<td>10</td>
<td>1.02</td>
<td>0.177</td>
<td>0.193</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>20</td>
<td>10(^4)</td>
<td>10</td>
<td>1.02</td>
<td>0.177</td>
<td>0.193</td>
</tr>
<tr>
<td>5</td>
<td>10 M(_\odot)</td>
<td>1</td>
<td>10(^4)</td>
<td>10</td>
<td>1.02</td>
<td>1.775</td>
<td>1.916</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>20</td>
<td>10(^4)</td>
<td>10</td>
<td>1.02</td>
<td>1.775</td>
<td>1.919</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>5 \times 10(^3)</td>
<td>10</td>
<td>0.51</td>
<td>0.063</td>
<td>0.062</td>
</tr>
<tr>
<td>8</td>
<td>1 M(_\odot)</td>
<td></td>
<td>2 \times 10(^3)</td>
<td>5</td>
<td>1.02</td>
<td>0.502</td>
<td>0.551</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td>10(^3)</td>
<td>5</td>
<td>0.51</td>
<td>0.177</td>
<td>0.177</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td>5 \times 10(^3)</td>
<td>20</td>
<td>1.02</td>
<td>0.063</td>
<td>0.068</td>
</tr>
</tbody>
</table>

Notes. Columns 2, 4 and 5 indicate the initial mass, radius, and temperature of the parent cloud, respectively. Column 3 specifies the number of frequency groups used in each run and the Col. 6 lists the values for the thermal to gravitational potential energy ratio \(\alpha\). Column 7 lists the free-fall time of the initial could, while the last column reports the time at the end of the simulation, when \(\rho_c = 6 \times 10^{-2} \text{ g cm}^{-3}\).

at different times; in this particular situation, it appears that the overall absorption of photons is more efficient in the multigroup case since the core becomes adiabatic earlier.

The results are also in good agreement with the works of MI00, Whitehouse & Bate (2006), SWBG07, and Tea13. The centre of the core in the Tea13 simulation during the first adiabatic contraction is hotter than our results (and the other studies mentioned). This appears to be due to the use of a different EOS; in our simulation \(\gamma_{\text{eff}}\) starts to drop below \(5/3\) earlier than in the EOS used by Tea13 (20 K compared to 100 K for Tea13; see Fig. 1b and Fig. 1 in Tea13). This is also illustrated by the orange curve in Fig. 6 which represents the thermal evolution of a simulation we ran with exactly the same setup as run 1 but using an ideal gas EOS with a fixed \(\gamma = 5/3\) instead of the SCvH95 A90, page 5 of 15
molecular cloud which spawns over-densities that eventually become gravitationally unstable. The collapse will begin long after the formation of the molecular cloud which has a typical lifetime of \( \sim 10 \) Myr and it is thus very possible that at the onset of the collapse, ortho:para equilibrium has already been reached. In summary, it is not clear which ortho:para strategy (fixed ratio or equilibrium) is the most representative of the initial conditions of star formation.

Different treatments of \( \text{H}_2 \) molecules will not affect the optically thin parts of the system where the gas temperature is controlled by the radiation field (and the value of \( \gamma_{\text{eff}} \) does not matter), but could explain why the simulation of Tea13 produces a first core which is hotter than our own for the same densities. A hotter first core can in turn have an effect on the properties of the second core, since the \( \text{H}_2 \) dissociation temperature is reached earlier (in terms of central density) and the second phase of the collapse will thus also end earlier (the amount of \( \text{H}_2 \) which has to be dissociated remains the same). Consequently, the initial protostellar seed formed at the end of the second collapse will have a lower density and its radius will probably be larger. As it turns out, Tea13 have found a second core which is also slightly more massive than us (a factor of \( \sim 2.5 \)), yielding a much (\( \sim 10 \) times) larger body (see the properties of the second core formed in our simulations in Sect. 3.2).

It is, however, not possible to determine if the ortho/para \( \text{H}_2 \) treatment is the main contributor to the differences in thermal evolutions. The only robust method would be to compute a new EOS table using the SCVH95 code, forcing the ortho:para ratio to remain fixed at 3:1, but this procedure is rather complex and beyond the scope of this paper. Nevertheless, we can speculate by looking more closely at the other studies. Indeed, SWBG07 have used the same assumption as Tea13 but their thermal evolution mirrors our curve. In contrast, the thermal evolution of the Whitehouse & Bate (2006) study, which makes use of an equilibrium model from Black & Bodenheimer (1975) that is very similar to our own, tends to follow the Tea13 path. If the ortho:para ratio was the dominant factor, one would expect it to be the other way round (SWBG07 \( \neq \) Tea13; Whitehouse & Bate 2006 \( \approx \) this work), which leads us to believe that the abundances of the \( \text{H}_2 \) flavours cannot alone be responsible for the discrepancies between the studies.

Finally, we also note that even though they use the same EOS, the results of MI00 show a second core forming later than in our calculations: this is most probably due to a difference in opacities used.

The inset in Fig. 6 shows a bounce in the thermal evolution. There is a time during the simulation when the core becomes thermally supported, stops contracting, and begins to inflate. The density and gas temperature inside the adiabatic body decrease and the first core radius increases until the thermal pressure is no longer high enough to prevent contraction. The collapse then resumes and this time the infalling gas has enough momentum to drive the collapse past this point, to a state where gravity once again becomes dominant, enabling further contraction. This bounce was not seen by MI00 and Tea13, but it is visible (with a smaller amplitude) in Fig. 7 of SWBG07 (it is, however, not visible in our approximate reproduction of the SWBG07 data). A bounce is also visible in a very similar test in Fig. 14 of SWBG07 but it is not mentioned or discussed in the text.

Figure 7 shows snapshots of the state of the gas in the system at six different epochs for the grey (dashed) and multigroup (solid) simulations. The thermal evolution of the central fluid element from Fig. 6 is also plotted for reference (black). At early
times ($\rho_c < 10^{-10} \text{ g cm}^{-3}$), all the gas in the grid follows approximately the same thermal evolution as the centre of the core. At later times, shock heating and absorption of radiation coming from the hot centre enable the outer layers of the system to have much higher temperatures than the central point. We note here again that differences between the grey and multigroup simulations are small. A displacement in the position of the first core accretion shock away from the centre is also visible on this plot; this is discussed in Sect. 3.5.

### 3.2. Radial profiles

Figure 8 shows the radial profiles of the density, temperature, velocity, entropy, optical depth, luminosity, opacity, and radiative flux for the grey (black dashed line) and multigroup simulations (colours) for a central density $\rho_c = 6 \times 10^{-2} \text{ g cm}^{-3}$. The first and second core borders are visible at $\sim 30$ AU and $3 \times 10^{-3}$ AU, respectively, and can be seen very clearly in the density (a) and velocity (c) panels. The temperature plot (b) reveals that the first core accretion shock is supercritical (pre- and post-shock temperatures are equal, see discussion in Commerçon et al. 2011), while the shock at the second core border is subcritical (the simulations of Tea13 also show this). Table 2 lists the main properties of the first and second cores; these are the core radius ($R$) and mass ($M$), the mass accretion rate at the core border ($\dot{M}$), the accretion luminosity ($L_{\text{acc}}$), the total radiated luminosity ($L_{\text{rad}}$), the temperature at the first core border ($T_1$) and at the centre of the second core ($T_2$), the entropy at the centre of the system ($S_0$), the accretion shock Mach number, the first core lifetime ($t_1$) and the time in the simulation when the central density has reached $6 \times 10^{-2} \text{ g cm}^{-3}$. Further details on the derivation of these quantities can be found in Paper I.

Compared to the first collapse simulations in Paper I, the first core has now grown both in size and mass, from 7 to about 30 AU and from $2 \times 10^{-2} M_\odot$ to $\sim 4 \times 10^{-2} M_\odot$. We also notice that the temperatures at the first core border is half the value reported in Paper I, probably because of its increased size and the

---

**Fig. 6.** Thermal evolution at the centre of the collapsing cloud: the central temperature as a function of the central density for the grey (solid black) and multigroup (solid red) simulations. The different phases of the protostellar collapse are labelled. The results from MI00 (dashed green), Whitehouse & Bate (2006) (dashed purple), SWBG07 (dashed cyan), and Tea13 (dashed blue) are also plotted for comparison. The orange solid line is a grey simulation using an ideal gas EOS.

**Fig. 7.** Thermal evolution for the grey (dashed) and multigroup (solid) simulations.
Fig. 8. Radial profiles of various properties during the collapse of a $1 \, M_\odot$ dense clump at a core central density $\rho_c = 6 \times 10^{-2} \, g \, cm^{-3}$, for the grey models (black dashed lines) and multigroup models (coloured lines). For the multigroup run, the gas and total radiative quantities (summed over all groups) are plotted in magenta, while the other colours represent the individual groups (the colour-coding is the same as in Fig. 5); see legend in (b). From top left to bottom right: (a) density, (b) gas temperature (magenta and black) and radiation temperature (other colours), (c) velocity, (d) entropy, (e) optical depth, (f) luminosity, (g) Rosseland average opacity, and (h) radiative flux.
use of a slightly different EOS. The first core lifetime \( t_{\text{fc}} \) is defined as the time elapsed between the formation of the first core (chosen as the time when \( \rho_c > 3 \times 10^{-3} \text{ g cm}^{-3} \)) and the beginning of the second collapse (when the central temperature exceeds 2000 K). The subsequent formation of the second core, after which the spectral properties of the collapsing system change dramatically (e.g. M100), is almost instantaneous (see Sects. 3.3 and 3.5). Our simulation yields a lifetime of \(~1000\) years, which is a relatively short time for a chance to observe a first core in its formation stage. This value is, of course, a lower limit because no support from rotation is present in our spherically symmetric model.

The second core is very compact, measuring only \( 3 \times 10^{-3} \text{ AU} \) in size for a mass of \( 10^{-3} M_\odot \). The accretion luminosity

\[
L_{\text{acc}} = \frac{GM \dot{M}}{R},
\]

where \( M \) is the mass contained within the radius \( R \) and \( \dot{M} \) is the mass accretion rate, is an estimate of the luminosity at the accretion shock assuming that all the infalling kinetic energy is transformed into radiation. At the second core border, \( L_{\text{acc}} \) greatly outweighs the total radiative luminosity (by about 12 orders of magnitude) which, together with the fact that the shock is subcritical, shows that all the accretion energy is transferred to the second core, none of it is radiated away; the accretion shock is almost completely adiabatic. This strongly differs from what happens at the first core border where the vast majority of accretion energy is transformed into radiation (see Paper I). We note that the situation could be different in 3D simulations where a significant fraction of the accretion energy may be transported away by outflows. We also remark that the mass accretion rates at the second core border are colossal (0.2 \( M_\odot/\text{yr} \)); the mass of the second core grows very rapidly.

Stahler et al. (1980) predicted that whether the second core accretion shock would be sub- or supercritical would depend on the magnitude of a dimensionless parameter \( \kappa R \), computed just ahead of the shock (\( R \) is the shock radius). For \( \kappa R \ll 1 \) the shock would be subcritical whereas in the case of \( \kappa R \gg 1 \) the shock would be supercritical. This parameter does not make any sense to us because what determines whether a shock is in the sub- or supercritical regime is the optical depth of the gas downstream and, more importantly, upstream of the shock (see Drake 2006, pages 296+ for a discussion). Here, \( \kappa R \) is only a simple estimate of the optical thickness of the gas downstream of the shock (assuming \( \rho \) and \( \kappa \) to be constants inside the core), and the upstream condition is ignored altogether. In addition, if we consider their subcritical scenario, they estimate that about 3/4 of the accreted energy is transferred to the core; as mentioned above we find it to be \(~1\).

There are two peaks in radiative flux; the first one around 0.3 AU originates from the region where the opacity has fallen sharply thanks to the destruction of dust grains when the temperature exceeds 1500 K (see gaps in Figs. 8g and 4). This represents the dust border (see e.g. Stahler et al. 1980), but only the radiative flux is strongly affected at that location; the hydrodynamical quantities seem relatively insensitive to the presence of
this border, except for a small kink visible in the temperature profile. The second burst in radiative flux occurs at the second core border where the sharp jump in gas and radiative temperature provoke a rise in radiative flux. The high optical depth at that radius means that the flux is very rapidly absorbed and the flux burst only appears as a sharp spike in the profiles.

Surprisingly, the grey and multigroup simulations yield very similar results. The curves overlap in most places; only the core borders are at slightly different locations and the multigroup gas temperature is above its grey counterpart between 20 and 1000 AU. Differences of ~10–20% in the sizes and masses of the first and second cores are reported in Table 2, which are significant from a theoretical point of view but are in no way detectable through observations. The second collapse is a very short and violent and dynamic event in the lifetime of protostars, and the details of the radiation transport may not have time to affect the system dynamics significantly. However, multi-frequency radiative transfer could have a greater effect on the long-term evolution of the protostar. One can estimate the characteristic timescale of the second core by integrating the total energy inside the core and computing how long it will take for the core to radiate all of its energy with the current luminosity at the core border, that is

\[ T_\infty = \frac{E_{\text{tot}}}{L_{\text{rad}}} \]  

where

\[ E_{\text{tot}} = \int_0^R \left( \frac{1}{2} \rho u^2 + \rho e + \frac{4\pi G \rho \mu^3}{3r} \right) 4\pi r^2 \, dr, \]  

where \( u \) is the gas velocity, \( e \) the specific internal energy, and \( E_r \) the radiative energy. The characteristic timescales are listed in the last column of the second core sub-table in Table 2. We can see that even though differences in core mass, radius, and luminosity between grey and multigroup simulations are small, they can lead to considerable variations in characteristic timescales. The subsequent evolution of the protostar is of course very complex, with continued accretion and the ignition of thermonuclear reactions, and we are obviously not making any strong claims with our simple estimate, but merely suggesting that multi-frequency effects might be more significant in the long run than is visible here.

### 3.3. The second core formation

Figure 9 illustrates what happens at the time of second core formation; the different panels show the radial profiles of the gas density (a), normalised entropy \( S_N \) (b), temperature (c), species mass concentrations (d), mean molecular weight \( \mu \) (e), and effective ratio of specific heats \( \gamma_{\text{eff}} \) (f). The normalised entropy \( S_N \) is defined as the entropy per free particle multiplied by \( \rho / \mu \), which is simply

\[ S_N = \frac{S}{\sum X_i / A_i}, \]  

where \( i \) is summed over all the species, \( X \) is the species mass concentration, and \( A \) their atomic number. The dotted line describes the first core profiles while the dashed and solid curves represent the state of the system just before and after the formation of the second core, respectively.

The first core profiles in panels (d) and (e) show that it is constituted entirely of \( \text{H}_2 \) and neutral He with a constant mean molecular weight of 2.31. The dashed lines represent the profiles of the system when the second collapse is already well underway but the second core has not yet materialised. Between radii of 0.5 and 10^{-2} AU, the hydrogen and helium concentrations, as well as the mean molecular weight, remain constant. Below 0.5 AU, the dissociation of \( \text{H}_2 \) starts to take place as the gas temperature exceeds 2000 K, and the fraction of atomic hydrogen increases, which consequently causes \( \mu \) to decrease. The molecular and atomic hydrogen concentrations exhibit symmetric profiles, as a rise in one is compensated by a fall in the other. They both reach a plateau below 5 × 10^{-3} AU, as is the case for the gas density, temperature, and pressure.

The formation of the second core is very abrupt; the time between the two outputs (dashed and solid) is approximately two days. The second core is formed as the dissociation of \( \text{H}_2 \) begins to shut down. In the centre, as most \( \text{H}_2 \) is destroyed, the energy sink provided by the dissociation no longer operates, and this starts to prevent further collapse. As the outer infalling material smashes into the gas at the centre which is no longer collapsing, a strong hydrodynamical shock is created at the border. The temperature and density of the accreted material increase sharply as they flow through the shock. We can see that downstream from the shock, almost all the \( \text{H}_2 \) has been dissociated, a third of the atomic H has been ionised, and there is also a very small amount of He that gets ionised because of the high gas temperature.

The entropy of the gas at the centre of the system \( S_c \) listed in Table 2 is identical for the first and second cores, i.e., the first core sets the properties of the system. However, the normalised entropy \( S_N \) in Fig. 9b shows that the entropy per free particle decreases significantly between the first and second cores as a result of the dissociation of \( \text{H}_2 \) that increases the number of particles. A further decrease is seen between the dashed and solid profiles because of the additional dissociation taking place inside the second core.

Figure 9f shows the effective ratio of specific heats \( \gamma_{\text{eff}} = p / e + 1 \) where \( p \) is the gas pressure and \( e \) the gas internal energy. It shows that the initial cloud starts out as a monatomic ideal gas (\( \gamma_{\text{eff}} = 5/3 \)) and transitions to a diatomic gas (\( \gamma_{\text{eff}} = 7/5 \)) as the temperature exceeds 20 K where the rotational degrees of freedom of the \( \text{H}_2 \) molecules begin to be excited. Inside the first core (between 0.5 and 20 AU), the gas is akin to a diatomic adiabatic polytrope (\( \gamma_{\text{eff}} = 7/5 \)). Then, during the second collapse, the effective \( \gamma_{\text{eff}} \) drops as low as 1.2 amid a phase transition from \( 

3.4. Varying the initial parameters

To check the universality/robustness of the results above, we also performed simulations of the collapse of a 0.1 \( M_\odot \) and a 10 \( M_\odot \) cloud using 1 and 20 frequency groups. The initial setups were identical to that of Paper I in that the thermal to gravitational energy ratio was kept constant (see Table 2 for details). The results are shown in Fig. 10 (panels a to f), along with the previous results from the 1 \( M_\odot \) case.

As in Paper I, the results are strikingly similar to the 1 \( M_\odot \) case, for both 0.1 \( M_\odot \) and a 10 \( M_\odot \) clouds. The properties of the first and second cores for the new cloud masses are listed in Table 2, which emphasizes this point even more. The masses, temperatures, and sizes of both cores seem invariant of the initial cloud mass, with the second core showing the highest
Fig. 9. Radial profiles of the (a) gas density, (b) normalised entropy $S_N$ (see text), (c) temperature, (d) species concentrations, (e) mean molecular weight $\mu$, and (f) effective ratio of specific heats $\gamma_{\text{eff}}$. In all panels, the dotted line describes the first core profiles while the dashed and solid lines represent the quantities just before and after the formation of the second core, respectively.

Convergence between models. Second core radii differ by less than 3% while the masses exhibit variations of only 2%. The sizes and masses of the second cores also agree fairly well with the analytical estimates of Baraffe et al. (2012). All the simulations begin with the same gravitational to thermal energy ratio, and it is thus not very surprising to see such a tight concordance of results. We also add that in all cases, differences between grey and multigroup simulations remain very small (for the sake of clarity this is not shown in the figures).

Four additional simulations were run, this time changing the initial gravitational to thermal energy ratio and the temperature of the parent gas cloud (see Table 2 for details). Runs 7 and 8 were performed with a parent cloud half and double the size, respectively (the gas in run 8 was colder so that the cloud would collapse). The initial temperature of the gas in runs 9 and 10 was 5 and 20 K, respectively (the size of the cloud in run 10 was halved to overcome the stronger thermal support provided by the hotter gas). The radial profiles are displayed in Fig. 10 (panels g to l).

The different simulations yield similar results, and the sizes and masses (listed in Table 2) of the second cores further confirm their insensitivity and ignorance of the initial conditions. The size of the first core varies from 6 AU for runs 7 and 10 to about 20–30 AU for the other runs; 6 AU is the size the first core has at its time of formation (see Paper I) and we explore the origin of the expansion of the first core in the next section.
3.5. The evolution of the first core

As mentioned in Sects. 3.1 and 3.4, the first core border is not stationary throughout the simulations, and this is also illustrated by the temporal evolutions plotted in Fig. 11. The timeframe shown begins when the central density reaches $10^{10}$ g cm$^{-3}$ (taken as $t_0$). At early times ($t < 200$ yr), all the simulations show one or several bounces (panels a, c, and f) during which the first core is momentarily thermally supported and oscillates between thermal and gravitational pressure$^3$. This was already visible in Fig. 6, and Tea13 also observed similar bounces. Figure 11b

\[\text{A&A 557, A90 (2013)}\]

\[\text{Fig. 10. Comparison of the radial profiles of collapse simulations at a central density of } \rho_c = 6 \times 10^{-2} \text{ g cm}^{-3} \text{ using various initial parameters (see Table 2 for details). The different panels display the following as a function of radius: (a) and (g) density, (b) and (h) gas temperature, (c) and (i) entropy, (d) and (j) radiative luminosity, and (e) and (k) enclosed mass. Panels (f) and (l) display the thermal evolution at the centre of the grid. Panels (e) and (k) show the colour legend.}\]
Fig. 11. Evolution of the first core for runs 2, 4, 6, 7, 8, 9, and 10 (see colour legend in top-left panel). (a) Core radius as a function of time. (b) Core radius as a function of central density. The dashed line represents the Masunaga et al. (1998) estimate. (c) Central density as a function of time. (d) First core mass as a function of time. (e) Mass accretion rate at the core border as a function of time. (f) Central temperature as a function of time.

$t_0$ represents the time when $\rho_c \geq 10^{-10} \text{ g cm}^{-3}$, taken as the time of first core formation; $t_0$ is listed for each run next to the colour key in panel (a). In all panels, the circles mark the onset of the second collapse and the bold lines trace the transition region when the central density and temperature increase more slowly than during the rest of the simulation (see text).

shows the evolution of the core radius as a function of the central density, which again presents oscillations in the lower left corner.

In the case of run 2 (black), after a small period of time during which it remains approximately constant (125 yr < $t$ < 225 yr), the first core radius enters a phase of steady increase. Panel (e) shows that the core has an almost constant accretion rate during that phase and is continuously growing in mass, while panel (c) reveals that the central density, for most of the core’s lifetime (300 yr < $t$ < 950 yr), does not increase as strongly as it did at earlier times; this transition period has been highlighted in bold in the figure. A more massive core with the same density can only be larger, which explains the increase in core border radius. A second possible contribution to the inflation of the first core comes from the radiation from the hot centre of the core which heats the gas in the outer layers (see Fig. 7), causing it to expand. This increase in size was also found by Schönke & Tscharnuter (2011), but is in disagreement with the analytical analysis of Masunaga et al. (1998) who predicted that the first core radius would decrease in time (see dashed line in panel b). We believe that the origin of the discrepancy lies in the assumption of Masunaga et al. that the first core is isentropic, which is not strictly the case, as seen in Fig. 8d. Radiative transfer is capable of re-distributing entropy outwards, which
ininvalidates their assumption. It is a shame that MI00 do not show
the results they obtained for the first core radius evolution when
running new simulations with the same EOS (SCvH95) as we
have used in this work, which would have allowed us to conduct
a better comparison.

All runs but two, namely 7 and 10, follow a similar evolu-
tion pattern, with a lengthy transition phase of slowly increas-
ing central density and temperature. As for runs 7 and 10, the
behaviour is markedly different; the core radius remains approx-
imately constant during the entire core lifetime. The parent cloud
in these two runs is half the size of that of run 2 and is therefore
more unstable (much smaller free-fall time; see Table 1), i.e. it
collapses faster (in simple terms, dividing the radius of the par-
et cloud by its free-fall time gives a dimensional estimate of the
infall velocity which scales with \( r^{-1/2} \) for a given cloud mass).
The higher infall velocity yields a larger mass accretion rate at
the core border (see panel d). The increased effects of gravity on
a core fast becoming more massive boost the rate of contraction
and in the process enhance heating at the centre. The 2000 K
mark is reached earlier (see green and orange curves in panel f)
and the second collapse begins before the first core has had time
to grow (no transition period is visible in the time profiles). In
addition, radiative heating of the outer layers of the core is again
present in runs 7 and 10, but it seems incapable of driving the
core expansion against the strong ram pressure applied by the
infalling matter at the core border. Finally, even though the re-
results for core radius as a function of central density are very dif-
ferent from the run 2 results, they are still not in agreement with
the analytical estimate of Baraffe et al. (2012) and confirm their
conclusions.

4. Conclusions

We have performed multigroup RHD simulations of the grav-
tational collapse of a 1 \( M_\odot \) cold dense cloud core up to
the formation of the second Larson core, reaching a central den-
sity of \( \rho_c = 6 \times 10^{-2} \, g \, cm^{-3} \). Twenty groups were used to
sample the opacities in the frequency domain and the results
were compared to a grey simulation. Only small differences
were found between the two runs, with no major structural or
evolutionary changes. The main properties of the resulting first
and second cores formed in the centre of the grid such as their
mass and size exhibited differences of \( \sim 10-20\% \), which is sub-
stantial from a theoretical standpoint, but appears relatively in-
significant/undetectable in observational studies (note that the
gas entropy inside the cores was almost identical in the two
simulations).

Nevertheless, we found that following its formation, the first
core continues to accrete envelope material, steadily growing in
mass and size. By the time the second core is formed, its radius
has increased by a factor of 5 to 6 (a result in disagreement with
the prediction of Masunaga et al. 1998). The accretion shock at
the first core border remains supercritical throughout the simu-
lations, with the vast majority of the accretion energy being lost
at the border in the form of radiation. The accretion shock at the
second core border was, however, found to be subcritical, with
very little energy converted to radiation; the second core appears
to absorb all the energy from the infalling material. In addition,
contrary to the predictions of Stahler et al. (1980) and the cal-
culations of Schönke & Tscharnuter (2011), the dust destruction
front located between the first and second core borders has only
a very minimal effect on the hydrodynamic properties of the pre-
stellar system (this was also reported in Tea13). Additionally, we
found that once the first core is formed, less than \( \sim 1000 \) years go
by before the second core is formed.

We also performed simulations of the collapse of a 0.1 and
10 \( M_\odot \) parent cloud, in order to confirm the robustness of the re-
results stated above. The properties of the first and second cores
(apart from the first core lifetimes) were found to be quasi-
independent the initial mass of the cloud for the same thermal to
gravitational energy ratio; the second cores formed in our simu-
lations all have a radius of \( 3 \times 10^{-3} \, AU \), a mass of \( 10^{-3} \, M_\odot \),
and an entropy at the centre of \( \sim 10^8 \, erg \, K^{-1} \, g^{-1} \). Finally, further
simulations varying the size and temperature of the parent cloud
yielded virtually equivalent results, endorsing a fairly universal
mass and size of the second core.

The grey approximation for radiative transfer appears to per-
form well in one-dimensional simulations of protostellar col-
lapse. It reproduces accurately the multi-frequency results, most
probably because of the high optical thickness of the majority of
the protostar-envelope system. However, this multigroup method
was developed primarily for 3D simulations where full spectrual
radiative transfer is too heavy for current computational architec-
tures. We still expect to see differences between grey and multi-
group methods in 3D due to different optical depths along differ-
ent directions, parallel or perpendicular to the protostellar disk.
In addition, a simple estimate of the characteristic timescale of
the second core suggests that the effects of using multigroup ra-
diative transfer may be more important in the long-term evolu-
tion of the protostar.

3.6. Impact of the mass of Larson’s second core
for early protostar evolution

Baraffe et al. (2009) and Baraffe & Chabrier (2010) showed that
episodic accretion on a newborn protostar provides a plausible
explanation for the observed luminosity spread in young stel-
lar clusters and star forming regions without invoking any age
spread and can also explain unexpectedly high depletion levels
of lithium that have been observed in some young objects. This
scenario was questioned by Hosokawa et al. (2011) who argued
that the scenario could not hold in the lower (\( T_{\text{eff}} \leq 3500 \, K \))
part of the Hertzsprung-Russell diagram. The issue has been ad-
dressed in detail in Baraffe et al. (2012), where the authors have
shown that the only reason why Hosokawa et al. (2011) could not
reproduce the observed luminosity spread in the aforementioned
domain stems from their assumed value for the second Larson
core mass (i.e. the protostar initial mass), namely 10 \( M_{\text{jup}} \), a
value more representative of the first Larson core (see Paper I,
for example). Using smaller values, in particular 1 \( M_{\text{jup}} \) or so,
Baraffe et al. (2012) adequately reproduced the observed spread
within the very same episodic accretion scenario. Baraffe et al.
(2012) thus confirmed a unified picture for early evolution of ac-
creting protostars and concluded that the controversy raised by
Hosokawa et al. (2011) should be closed, except if it was shown
unambiguously that the initial protostar/BD mass could not be
smaller than 10 \( M_{\text{jup}} \). The present calculations, pointing to a uni-
versality of the second core mass of about 1 \( M_{\text{jup}} \) thus agree with
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