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The mismatch negativity (MMN) is thought to index the activation of specialized neural networks for active prediction and deviance detection. However, a detailed neuronal model of the neurobiological mechanisms underlying the MMN is still lacking, and its computational foundations remain debated. We propose here a detailed neuronal model of auditory cortex, based on predictive coding, that accounts for the critical features of MMN. The model is entirely composed of spiking excitatory and inhibitory neurons interconnected in a layered cortical architecture with distinct input, predictive, and prediction error units. A spike-timing dependent learning rule, relying upon NMDA receptor synaptic transmission, allows the network to adjust its internal predictions and use a memory of the recent past inputs to anticipate on future stimuli based on transition statistics. We demonstrate that this simple architecture can account for the major empirical properties of the MMN. These include a frequency-dependent response to rare deviants, a response to unexpected repeats in alternating sequences (ABABAA...), a lack of consideration of the global sequence context, a response to sound omission, and a sensitivity of the MMN to NMDA receptor antagonists. Novel predictions are presented, and a new magnetoencephalography experiment in healthy human subjects is presented that validates our key hypothesis: the MMN results from active cortical prediction rather than passive synaptic habitation.

Introduction

Since it was first described at the end of 1970s, the mismatch negativity (MMN) has been largely used in theoretical and clinical research (for review, see Näätänen, 2003). It was first recorded by EEG in the context of the oddball paradigm. In the most frequently used version of this paradigm, participants are instructed to listen to repeated occurrences of one sound, called the standard. This monotony is disrupted at rare moments by the presentation of a different sound, called the deviant. The difference in the responses evoked by deviants and standards takes the form of a broadly negative waveform at the top of the scalp, which peaks between 100 and 200 ms after the onset of the sound. MMNs can be elicited by differences in sound frequency, duration (Näätänen et al., 1989), amplitude (Näätänen et al., 1987), or interstimulus interval (ISI) (Ford and Hillyard, 1981). MMN is resistant to manipulations of attention and states of wakefulness (Sculthorpe et al., 2008) even though these parameters can modulate its amplitude. An analog of MMN was described in visual (Tales et al., 1999; Pazo-Alvarez et al., 2003), olfactory (Krauel et al., 1999; Pause and Krauel, 2000), and somatosensory (Kekoni et al., 1997; Shinozaki et al., 1998) modalities, supporting a broad computational significance of MMN as a shared and automatic brain mechanism responsive to stimulus novelty.

MMN is frequently interpreted in terms of predictive coding (Rao and Ballard, 1999; Lee and Mumford, 2003), assuming that the brain does not respond passively to incoming inputs but learns the inputs regularities and uses that knowledge to actively predict what should happen next. The auditory system would acquire an internal model of regularities in auditory inputs, including abstract ones, that are used to generate weighted predictions about the incoming stimuli (Paavilainen et al., 1999; Näätänen et al., 2005; Winkler, 2007). If these predictions differ from the actual stimulus, it results in a mismatch signal.

While mathematical models of predictive coding have been proposed (Garrido et al., 2007; Kiebel et al., 2008, 2009), including some attributing distinct functions to the various cortical layers (Friston, 2005), none of them has yet led to a precise neuronal implementation of the generators of the MMN, in terms of realistic receptors, synapses, and spiking neurons. Nor has there been a systematic comparison of the predictions of the models with actual experimental results. Furthermore, not everyone accepts the predictive interpretation of MMN. May and Tuutinen (2010) argue that synaptic habituation (reduction of the EPSP following repetitive stimulation of the same synapse) is sufficient to explain all of the properties of the MMN and, thus, that there is no need to postulate an elaborate prediction and comparison mechanism.

Here, we propose a neuronal network model, devoid of synaptic habituation but comprising a detailed implementation of predictive coding, accounting for a large amount of data on the MMN. The model leads to the distinction of several processes that contribute to the ob-
This comparison is achieved at the level of a population of neurons called the “prediction error” population, which receives two sets of inputs: excitatory inputs coming from the thalamus and conveying the current sensory stimulus, and inhibitory inputs that reflect the activity of the predictive population. Through this scheme, whenever the thalamic input is not cancelled by predictive signals, the prediction error population fires. The activity of the prediction error population is transmitted to the predictive population as a feedback and this error signal is used to adapt the internal model of this population (see the description of the learning rule further below). We show in Results that this error signal may account for the MMN effect.

The predictive population needs to build an internal model of the regularities of the incoming stimuli to form relevant predictions. We propose that this model is based on learning the statistical temporal dependencies linking the stimuli within the past few hundreds milliseconds. A memory of the recent past is needed to achieve such a goal. This memory has to keep the trace of two properties: the identity of the past inputs and the time elapsed since they occurred. We choose to model this function in the simplest manner possible, using a delay line for each frequency, where activation propagates linearly from one neuron to the next as a function of time. The relevance of this model will be discussed later.

Memory neurons are connected to both predictive subpopulations so that predictions of one frequency (A) can be based on the recent occurrence of a sound of the other frequency (B). The internal model of the predictive population is built by adapting the synaptic weights linking the memory neurons and the predictive populations.

**Detailed implementation**

All subpopulations are composed of 40 neurons, except for delay lines that are composed of 400 excitatory neurons and 100 inhibitory neurons. All populations receive an external input \( I_{ext} \) that is Gaussian noise of mean equal to 0 and variance equal to 2.5 for input neurons, 2 for predictive neurons and prediction error neurons, 3.8 for interneurons.

By default, mean synaptic weight between two excitatory neurons is \( w_{EE} = 1.4 \), between an excitatory and an inhibitory neuron \( w_{EI} = 4.5 \), and between an inhibitory and excitatory neuron \( w_{II} = 22 \). If a presynaptic neuron is excitatory, \( w_{EI} \) or \( w_{EE} \) is the weight for AMPA-mediated currents. An NMDA receptor (NMDAr)-dependent current is added whose weight \( w_c \) is 20% of the AMPA synapse. The synaptic weights are drawn from a Gaussian distribution with a variance of 20% of the mean. These parameters allow a reliable transmission of activity from one population to the other in absence of other inputs, while avoiding unrealistic synchrony of neurons due to excessive homogeneity in the parameters.

The probability of a connection between thalamic inputs and prediction error populations is \( p = 0.9 \). The probability of a connection between predictive populations and interneurons and between interneurons and prediction error neurons, is \( p = 0.55 \). Synapses between predictive populations and memory neurons were initialized with weight \( w = 0.4 \) and variance of 20% with a probability of connection of 0.5. Connectivity between layers is consistent with neocortical local circuitry data (Thomson and Lamy, 2007).

**Spiking neuron model**

We used spiking neurons whose membrane potential is computed according to the following Izhikevich (2003) equations:

\[
\frac{dv}{dt} = 0.04v^2 + 5v + 140 - u + I_{syn}
\]

\[
\frac{du}{dt} = a(bv - u),
\]

where \( v \) is dimensionless and represents the membrane potential and \( u \) is a membrane recovery variable. The neurons fire if their membrane potential reaches 30 mV and is then reset as follows:

\[
\begin{align*}
\text{if } v & \geq 30 \text{ mV, then } \quad \begin{cases} 
   v & \leftarrow c \\
   u & \leftarrow u + d.
\end{cases}
\end{align*}
\]

The parameters for excitatory (respectively, inhibitory) neurons were as follows: \( a = 0.02 \) (respectively, 0.06 + 0.04 \* rand2) \( b = 0.2 \) + 0.04 \* rand2 (respectively, 0.2), \( c = -65 + 10 \times \text{rand}^2 \) (respectively, −65), \( d = 8 - 2 \times \text{rand}^2 \).

**Materials and Methods**

**Network architecture**

The proposed neuronal network aims at modeling the response of primary auditory cortex to incoming sounds. Figure 1 shows an implementation of the model for an input composed of two pure tones, hereafter called A and B. Each column of the network represents a cortical column with its thalamic input responding maximally to one of the two frequencies of the input. The two frequencies A and B are supposed to be different enough to activate only one of the two columns.

In each column, three populations of neurons are simulated. The essential component of the model is the population of neurons involved in prediction, which we propose to be part of the supragranular layers of the cortex. This population constantly tries to anticipate the upcoming auditory inputs. A prediction of sound A consists in an increase in the population firing rate coding for this stimulus.

At every moment, the continuously variable predictions arising from the predictive populations of neurons are compared with the incoming inputs, thus giving a scheme of the trace of two properties: the identity of the past inputs and the time elapsed since they occurred.
to Brunel and Wang (2001) as follows:

\[
I_{\text{syn}}(t) = I_{\text{AMP}}(t) + I_{\text{NMDA}}(t) + I_{\text{GABA}}(t) + I_{\text{cal}}(t)
\]

with

\[
I_{\text{AMP}}(t) = g_{\text{AMP}}(v(t) - V_E) \sum_{j=1}^{C_2} w_{j,\text{AMP}}(t),
\]

\[
I_{\text{NMDA}}(t) = \frac{g_{\text{NMDA}}(v(t) - V_E)}{1 + [\text{Mg}^+]_o \exp(-0.062\,v(t)/3.57)} \sum_{j=1}^{C_2} w_{j,\text{NMDA}}(t),
\]

\[
I_{\text{GABA}}(t) = g_{\text{GABA}}(v(t) - V_I) \sum_{j=1}^{C_2} w_{j,\text{GABA}}(t),
\]

where \(V_E = 40\) and \(V_I = -80\). The dimensionless weights \(w_{j,\text{receptor type}}\) represent the strength of synaptic connection associated with each receptor type. The sum over \(j\) is the sum over all \((C_2)\) excitatory or \((C_3)\) inhibitory presynaptic neurons. \(w_{j,\text{receptor type}}\) are dimensionless variables that represent the conductances of each receptor type with \(g_{\text{AMP}} = 7.5 \times 10^{-5}\), \(g_{\text{NMDA}} = 2 \times 10^{-2}\), and \(g_{\text{GABA}} = 7.5 \times 10^{-3}\). \(g_{\text{NMDA}}\) is a variable describing the opening dynamic of the receptors: AMPA and GABA receptors have instantaneous opening and closing up with time constants \(\tau_{\text{AMP}} = 2\) ms and \(\tau_{\text{GABA}} = 10\) ms, as follows:

\[
\frac{dx_j(t)}{dt} = \frac{x_j(t)}{\tau_{\text{AMP}}(t)} + \sum_k \delta(t - t_k^j),
\]

\[
\frac{dx_j(t)}{dt} = \frac{x_j(t)}{\tau_{\text{GABA}}(t)} + \sum_k \delta(t - t_k^j),
\]

where the sum over \(k\) represents a sum over spikes emitted by presynaptic neuron \(j\). NMDA receptors have slower dynamics with opening time constant \(\tau_{\text{NMDA, rise}} = 2\) ms and closing time constant \(\tau_{\text{NMDA, decay}} = 100\) ms, \(\alpha = 0.5\) ms\(^{-1}\), as follows:

\[
\frac{dx_j(t)}{dt} = \frac{x_j(t)}{\tau_{\text{NMDA, rise}}(t)} + \alpha x_j(t)(1 - x_j(t)),
\]

\[
\frac{dx_j(t)}{dt} = \frac{x_j(t)}{\tau_{\text{NMDA, decay}}(t)} + \sum_k \delta(t - t_k^j).
\]

**Synaptic plasticity**

To internalize the statistical regularities that relate past activity to present stimuli, we implemented synaptic plasticity only between memory neurons and predictive subpopulations. We used a spike timing-dependent plasticity (STDP) rule (Bi and Poo, 1999) producing conditioning association as follows:

If a postsynaptic spike at time \(t\) follows a presynaptic spike:

\[
\Delta w_{\text{pre, post}} = c_p (I_{\text{pre}} - Th) \exp\left(\frac{t - t_{\text{spike pre}}}{\tau_p}\right).
\]

If a presynaptic spike follows a postsynaptic spike that occurred at time \(t\):

\[
\Delta w_{\text{pre, post}} = c_p (I_{\text{post}} - Th) \exp\left(\frac{t - t_{\text{spike post}}}{\tau_p}\right).
\]

In addition, we used a long-term depression rule, which induces a small depression of synapses whenever the presynaptic neuron spikes. This rule is in agreement with experimental observation that synapses tend to depress when they do not elicit postsynaptic spike (Debanne et al., 1998) as follows:

\[
\Delta w_{\text{pre, post}} = -c_d \delta(t - t_{\text{spike pre}}).
\]

The parameters used for the simulations presented in this paper are as follows: \(c_p = 60, \tau_p = 30\) ms, \(c_d = 100\), and \(Th = 2.5\).

We verified that our qualitative results were largely independent of the fine tuning of the parameters. \(I_{\text{cal2}}\) is a calcium current mediated by NMDA receptors. This current is taken equal to \(I_{\text{NMDA}}\) for each predictive neuron.

**Simulations**

For each simulation, a new network was generated following the above probabilistic connectivity rules. Each condition was simulated on 5–10 different networks; plotted results are averages over all simulations. Inputs were an additional \(I_{\text{cal}}\) current with amplitude 1.9, injected in the thalamic subpopulation coding for the sound corresponding to the stimulus presented. The input for each simulation was created by pseudorandomization of a set of trials containing the desired proportions of standard and deviant stimuli. The randomization was made so that two deviants were never consecutive. Standard stimuli immediately following deviant stimuli were removed from analysis.

Various paradigms were simulated by modifying the sequence of A and B inputs in different stimulus blocks. The classical oddball paradigm was simulated as a sequence of 2000 tones, where 5, 10, 20, or 30% of the tones were deviants (AAAB) and other tones were A, with a stimulus onset asynchrony (SOA) of 200 ms. The connectivity matrix was saved after each tone, 100 ms after the onset of the tone. The mean connectivity matrix that we report in Figure 4 represents the average connection strength between the memory neurons and the predictive population. It was obtained by averaging these matrices over each subpopulation of predictive neurons and over all tones except the first 200. Alternate sequences were composed of 1500 pairs of alternating tones (ABAB...; ISI = 200 ms). The reproduction of the local-global paradigm (Bekinschtein et al., 2009; Wacongne et al., 2011) was made by starting with 20 standard sequences (100% AAAAB; ISI = 150 ms) followed by 100 sequences comprising 70% standards (AAAAAB), 20% deviants (AAAAA), and 10% omissions (AAAAA). For the omission effect, a simulation of 1500 pairs of sounds (AA; ISI = 200 ms) was also performed, with 10% of pairs replaced by single tones (A). We compared this with the response to 500 single tones (A).

**MEG experiment**

**Participants.** Five healthy volunteers (three males, two females; mean age, 22) with no neurological or psychiatric problems were studied. All participants gave their written informed consent to participate to this study, which was approved by the local ethical committee.

**Auditory stimulation.** Pairs of 50-ms-duration sounds were presented via headphones with an intensity of 45 dB and 200 ms SOA between sounds. Each sound was a pure sinusoidal tone (either 800 Hz, low; or 1600 Hz, high).

Sounds were organized in two blocks. In each block, the frequent pair, comprising two distinct sounds (AB), was first presented 10 times, with 1 s SOA between pairs. A total of 120 pairs was then presented, with SOA varying between 10 and 20 s, and with 70% of frequent AB pairs, 10% of rare AA pairs, 10% of rare BB pairs, and 10% of rare BA pairs. The identity of the A and B tones was swapped between blocks. The pairs were pseudorandomized so that two rare pairs were never consecutive. Frequent pairs following immediately a rare pair are excluded from the analysis. All stimuli were presented using E-prime software, version 1.1 (Psychology Software Tools).

**MEG/EEG recordings.** Measurements were performed with the Elekta Neuromag MEG system (Elekta Neuromag Oy) installed at the NeuroSpin center (Saclay, France), which comprises 204 planar gradiometers and 102 magnetometers in a helmet-shaped array. EEG as well as EOG (horizontal and vertical) were simultaneously recorded as auxiliary channels. MEG and auxiliary channels were low-pass filtered at 330 Hz,
high-pass filtered at 0.1 Hz, and sampled at 1 kHz. The head position with respect to the sensor array was determined by four head position indicator coils attached to the participant’s scalp. The locations of the coils and EEG electrode positions were digitized with respect to three anatomical landmarks (nasion and preauricular points) with a 3D digitizer (Polhemus Isotrak system). Then, head position with respect to the device origin was acquired before each MEG/EEG recording session.

Each participant was recorded for 1 h, 15 min: two sessions of ~33 min duration separated by a short resting period. Participants were asked to keep their eyes open and to avoid eye movements by staring at a fixation cross. Participants were instructed to pay attention to the auditory stimuli. Importantly, although subjects were attending to the stimuli, which may generate additional attention-dependent components such as N2b, these components typically do not contribute to MEG signals (Alho et al., 1998). At the end of the recording, a question list was submitted to the participant. This list aimed to determine which regularities the participant was able to report after recording.

Postprocessing. Artifacts arising from outside the sensor array, such as those stemming from limb movement or other ambient magnetic disturbances, were greatly reduced by the signal space separation method (SSS) (Taulu et al., 2004). Gradiometers and magnetometers with amplitudes continuously exceeding 3000 fT/cm and 3000 fT, respectively, were set as bad channels and excluded from further analysis. SSS correction, head movement compensation, and bad channels correction were applied using the MaxFilter Software (Elekta Neuromag).

A principal-component analysis (PCA) was used for PCA-based removal of EEG and EOG artifacts. Signal was averaged around artifacts for each channel type (EEG, axial and longitudinal gradiometers, and magnetometers) and a PCA was performed. Main components were saved.

The rest of the preprocessing was performed using Fieldtrip software (http://fieldtrip.fcdonders.nl/). Trials were epoched for each trial type between 200 ms before and 800 ms after the onset of the first sound. A low-pass filter at 40 Hz was applied and PCA correction of cardiac and EOG artifacts was performed using the PCA components previously computed. The trials were baseline corrected using the first 200 ms of the epoch.

After visual rejection of jump and pronounced trend artifacts, the data were averaged per condition and per participant. The latitudinal and longitudinal gradiometers were combined by computing the mean square root of signal at each sensor position.

Statistics. Statistics were performed using Fieldtrip cluster-based statistics. To examine differences between experimental conditions, paired t tests were performed with a threshold set at \( p = 0.05 \). Significant samples were clustered in connected sets on the basis of temporal and spatial proximity. Cluster statistics were calculated by taking the sum of \( t \) values in every cluster. To obtain a \( p \) value corrected for the size of the search space (time X sensors), a Monte Carlo method was used to evaluate how extreme the cluster statistics of the two conditions were compared with random partitions of the samples. The proportion of random partitions that resulted in larger cluster statistics than the observed one was the \( p \) value. The threshold was fixed to corrected \( p = 0.05 \).

Statistics on the difference between the frequent AB condition and the rare AA condition were computed between 0 and 300 ms after the onset of the second sound.

Response amplitude. The amplitude of the response to each of the two tones was defined as the average response over all magnetometers in the time window of the peak response for each sound (i.e., between 95 and 125 ms after the onset of the first tone and between 135 and 160 ms after the onset of the second tone). The amplitudes were normalized for each subject by the response to the first sound averaged over all conditions.

Results
Oddball paradigm and MMN
We first simulated the response of the network to the classical oddball paradigm. For this simulation, the network received as inputs two stimuli A and B, corresponding to sounds of frequencies distant enough to activate nonoverlapping populations of neurons. The input neurons were supposed to be selective only to the onset of the sound and were thus stimulated by an extra input current on input populations during 10 ms. The first stimulus (“sound A”) was presented most of the time (standard tone), and the other one (“sound B”) more rarely, with a parametrically variable frequency (deviant tone).

The left panels of Figure 2 show the response to the standard and deviant tones, averaged over all analyzed presentations, in the specific case in which the deviant has a 10% probability of occurrence. One can immediately observe that both the firing rates and the synaptic currents of the prediction and prediction error neurons (but not the sensory neurons) are higher on deviant than on standard trials. The detailed neuronal mechanisms of this mismatch effect are the following. First, note that the predictive population coding for the sound A starts firing shortly before the occurrence of both standard and deviant sounds (top panel, red curve). This activity originates from the EPSCs coming from the memory neurons: the network predicts the forthcoming occurrence of a sound A. This activity inhibits the prediction error layer via an interneuron population. If a sound A is actually presented, it cancels most of the excitation coming from thalamic inputs, resulting in a minimal prediction error response. As seen in Figure 2, only a small proportion of prediction error neurons still fire on standard trials, primarily due to stochastic fluctuations in the onset and strength of delay and predictive neurons, which therefore fails to fully cancel the incoming signal. On the contrary, when a deviant sound B is presented, the prediction of an A sound does not cancel the input for a B sound. This results in a large prediction error response, which is relayed to the predictive subpopulation coding for B to adapt the predictive model. It forces the neurons of the predictive layer to discharge and causes a large NMDAr-dependent current that results in NMDAr-dependent plasticity. This plasticity leads to an adaptation of the internal model of the network, reinforcing the synapses coming from the delay lines that discharged just before the prediction error signal.

The MMN is the result of a subtraction of the event-related potentials (ERPs) to standard and deviant stimuli. The ERPs are believed to be the result of a weighted integration of postsynaptic currents. As a simplified proxy for local field potentials or EEG responses, we calculated the difference in the sum of currents received by each layer for standard or deviant sound. The third column of Figure 2 shows the result of that operation. We can observe that there is indeed a difference in the currents between the two stimuli. For convenience, we will call this analog of the experimental phenomenon the simulated MMN or sMMN.

Behavior of the memory neurons
The memory neurons play an important role in the model. The stimulation of the network results in the activation of the predictive population either because the incoming stimulus is predicted or because of the transmission of prediction error. When the predictive population is active, it triggers the set of delay-line neurons (Fig. 3). The activity propagates linearly in the population, such that there is a direct relationship between the indices of the neurons in the delay line and the temporal information coded by their activity. The precision of timing changes as a function of the interval coded: the jitter in the exact time of activation of the neurons increases with the delay coded (approximating Weber’s law). Essentially, the activity of a neuron in a delay line codes for two properties of past inputs: the identity of a past stimulus and the time elapsed since the occurrence of that stimulus. The particular choice we made for the implementation of this double function (delay lines) is not fully physiologically realistic but was...
made for the sake of clarity and computational economy (see Discussion).

Layer distribution of current sources

We proposed a tentative localization for each functional population within the cortical layers, according to which prediction error populations correspond to granular layer and predictive populations belong to supragranular layer. Javitt et al. (1996) provided relevant intracortical local field potential data on the cortical origins of the MMN in primates. They showed in particular that the MMN mainly originates from supragranular layers of the cortex. The results of our simulations are consistent with these data, as they show that the sMMN primarily originates from synaptic currents impinging upon prediction neurons (and arising from prediction error neurons). Importantly, note that, even though there is a major difference in the firing rate of the prediction error population between the two stimuli, it does not involve a difference in the sum of synaptic inputs received by this layer as a whole, but rather a different distribution of these inputs on neurons coding for sounds A and B.

Studies in mice (Ehrlichman et al., 2008), rats (Tikhanovrov et al., 2008, 2010), and monkeys (Javitt et al., 1996) also showed that MMN is strongly affected by NMDAr inhibitors. In our simulations, the sMMN results essentially from NMDAr-dependent currents, which is consistent with this observation.

Effect of deviant probability

The vast literature on the MMN describes a broad set of properties (for review, see Näätänen et al., 2007). To evaluate the range of validity of this model, we next simulated the response of the model in various conditions mimicking classical experimental paradigms. Our first test concerned the effect of the proportion of deviants in the standard oddball paradigm. Sato et al. (2000) described a systematic and parametric dependency of MMN amplitude on the probability of occurrence of a deviant sound. They showed that amplitude of the MMN increases as the frequency of the deviants decreases. We simulated the network for various proportions of deviant in the oddball paradigm (10, 20, and 30%). Results are plotted in the third column of Figure 2. We can see that the amplitude of sMMN indeed increases with the rarity of the deviants. This reduction in sMMN comes from the increased activity of the predictive population coding for B, as a result of its more frequent occurrence after an A, combined with a slightly lower prediction of the A sound that increases the average prediction error to A. This finding closely matches the experimentally recorded ERP data.

The frequency effect shows that MMN is not an all-or-none phenomenon, but a graded response whose amplitude reflects a parametric quantification of the amount of surprise conveyed by the stimulus, given the past stimuli. It is consistent with an internal model that takes into account statistical regularities.

Internal model of the temporal statistics in the input

The simplicity of the population of memory neurons used in our model allows us to visualize the statistical information learned by the network (Fig. 4). The only plasticity in the model occurs at synapses between the memory neurons and the predictive subpopulations. The information coded in these synaptic weights can be directly compared with the actual conditional probabilities in the actual input sequences. Figure 4 shows the mean synaptic weights between the delay lines and the predictive subpopulations as a function of the probability of occurrence of a deviant. They are compared with the actual statistics of transition probabilities in the inputs. Even though the plasticity rule was not

Figure 2. Simulating the MMN in an oddball paradigm: mean synaptic currents and firing rates. The figure shows the mean simulated response to a standard tone (first column), a deviant tone (second column), and their difference (third column) after 200 learning trials in an oddball paradigm. Each line shows the response of a different layer of units in the model (organized as in Fig. 1). For each layer, the top part of the plot represents the synaptic currents received by the subpopulation, separately for the different types of postsynaptic receptors that mediate these currents: AMPA (continuous line), NMDA (dashed line), or GABA (dotted line). The bottom part of each plot displays the mean firing rate of each subpopulation. In the first and second columns, subpopulations responding to the frequent A sound (90% of trials) are represented in red, and those responding to the rare B sound (10%) in blue. The third column shows the results of simulations in which the percentage of deviants was varied (10, 20, or 30%).
specifically designed to converge onto a conditional transition probability, we can observe a close correspondence between the learned synaptic weights and the conditional information contained in the input. The peaks of synaptic strength coincide with the temporal intervals between the stimuli, and their amplitude is proportional to the probability of a transition between two stimuli almost regardless of the probability of occurrence of the first stimulus. Thus, this observation provides a very simple picture of what our model does: it stores, within its synaptic strengths, the conditional probability of observing a second stimulus at a certain latency after the first. Our claim is that the MMN reflects, in a quantitative manner, the degree of violation of such transition probabilities.

Importantly, the present model relies on STDP plasticity to internalize the statistics of the input. Data show that the MMN develops rapidly within few presentations of the standards (Winkler et al., 1996). To account for the MMN with such a mechanism, it is critical that plasticity occurs on a short timescale of a few seconds. To our knowledge, there are no data testing this prediction by trying to induce STDP on short timescales using ecological stimulation, and this hypothesis is therefore a prediction of the model that remains to be tested experimentally.

The time span over which the stimulus transitions can be learned is strictly limited by the capacity of the memory. Here, we adopted as a simplifying assumption the hypothesis that the memory trace abruptly vanishes after 400 ms. Despite this artificially abrupt transition, we observe that synaptic weights get progressively weaker for more distant delays, due to the increased jitter in the coding of increasingly longer temporal intervals. In a more realistic memory network, the artificial delay lines that we used could be replaced by more realistic chaotic temporal dynamics, as in “reservoir” or echo state networks models (Maass et al., 2002; Buonomano, 2005; Buonomano and Laje, 2010; Pascanu and Jaeger, 2011). The memory trace would then become increasingly diluted with elapsed time, thus explaining that, in a quantitative manner, the degree of violation of such transition probabilities.

Figure 3. Simulated pattern of neural firing and membrane voltage during a single trial of the oddball paradigm. The figure shows a typical response to a standard tone (t = 0 ms) followed by a deviant tone (t = 150 ms). Left column, Subpopulations selective to tone A; right column, subpopulations selective to tone B. For each layer, the top part of the panel represents single-unit membrane voltage (one line per simulated neuron); the bottom part is the average voltage over the population. The neurons of the memory trace are reordered so that the propagation of the activity in a synfire chain way is made obvious. “n-1,” “n-2,” and “n-3” arrowed boxes refer to past stimuli whose activity is propagating in the delay lines initiated. In the left column, “n” and “n + 1” arrowed boxes point to the initiation of a new memory trace following synchronous activity of the predictive population. In the right column, the “n-1” arrowed box shows the initiation of a new memory trace following synchronous activity of the predictive population corresponding to the prediction error signal of the n + 1 (deviant) stimulus. After learning (Fig. 4), a reproducible pattern of activation in memory trace produces a depolarization in the predictive layer (black arrows) via a population of interneurons (not displayed here). The activity in predictive layer induces an hyperpolarization in the prediction error layer (“e2” arrow) at the approximate time when an A sound is expected. At t = 0, both prediction and input belong to the same column, resulting in a cancellation of excitation and inhibition inside the prediction error layer (“e1” arrow). At t = 150 ms, when a deviant stimulus B is presented, a depolarization of the prediction error population selective to the deviant (“e3” arrow) can be observed in parallel to the hyperpolarization of the predictive population selective to the standard (“e2” arrow). This depolarization is transmitted to the predictive (“p3” arrow) and memory (left column “n+1” arrow) populations.

**MMN to repetition in an alternate signal**

To further assess the properties of the model, we simulated the response to sequences where two stimuli are presented in an alternate fashion (ABABA . . .). On rare occasions, sound B is replaced by sound A. Herrvåth and Winkler (2004) showed experimentally that, in this condition, a MMN is now observed to the unexpected repetition of a stimulus B, in a context in which an alternation (ABABA . . .) was expected. This result is counterintuitive for habituation models, but entirely compatible with predictive-coding models. Indeed, we simulated the response of the network for an input constituted by a regular alternation of A and B every 150 ms. Rarely, sound B was replaced by sound A, resulting in the succession of three As in a row. Results are plotted in Figure 5. An sMMN is observed, showing that the unexpected repeated sound behaves as a deviant in the standard oddball paradigm. Indeed, the predictive population coding for B increases its activity 150 ms after an A occurred. In other words, the network learns to predict that after an A comes a B at 150 ms. This internalization of input statistics can also be seen in the synaptic weights.

**Blindness to global regularities**

Experimentally, the MMN is known to be blind to some global regularities in the stimulus sequence. For example, Bekinschtein et al. (2009) showed that, when participants are presented with...
MMN to omission

One of the most remarkable properties of the auditory system is that it can generate evoked responses to an absent but expected stimulus (Joutsiniemi and Hari, 1989; Raij et al., 1997; Yabe et al., 1997; Hughes et al., 2001; Todorovic et al., 2011; Wacongne et al., 2011). We similarly tested the response of our network to the omission of an expected sound. We simulated the response of the network to pairs of AB sounds (ISI = 150 ms) separated by 500 ms, and rarely (10% of trials) omitted the second tone of the pair. We compared the response to such omissions to the response to identical single A tones presented every 500 ms in a block in which they were the only stimulus, and therefore no second stimulus was expected. As shown in Figure 7, the predictive currents anticipated the arrival of a second B sound and therefore produced a response to a nonexistent sound, as experimentally observed. Indeed, our results are tightly consistent with MEG and intracranial data obtained on a similar protocol (Hughes et al., 2001; Todorovic et al., 2011).

Interestingly, although this omission response is frequently called an MMN in the literature, our model proposes that it does not have exactly the same computational significance as the classic oddball MMN. In a predictive coding model, the omission response reflects solely a predictive component and not a prediction error per se (i.e., it does not reflect late, NMDA-dependent, prediction error currents, but early predictive currents). In the oddball paradigm, the main origin of the difference is an NMDA-dependent supragranular current, whereas the model predicts that the omission response should be resistant to competitive antagonists of NMDA channels, once the transition probabilities are learned.

MMN to changes in duration

Until now, we only simulated the onset of the input sounds. However, in primary auditory cortex, there are also populations of neurons that respond to sound offset (Volkov and Galazjuk, 1991; Chimoto et al., 2002). In a predictive coding perspective, the mechanism that we describe should capture not only how the onset of one sound can be predicted from the onset of another but also how the offset of one sound can be predicted based on the onset of the same sound. In the present section, we show that this effect can explain the observation of a MMN to a change in sound duration.

We stimulated our network with sounds of 150 ms duration, separated by a 300 ms ISI. We now assumed that the neural population “A” responded to the onset of the stimulus, and the “B” population to the offset. On a rare 10% of trials, the duration

The repetition of a five-tone sequence AAAAB, the final B sound continues to elicit a MMN even though the occurrence of this sound is perfectly predictable based on the prior occurrence of four A sounds. In other words, the MMN seems to be “blind” to the overall sequence, and sensitive primarily to local transition probabilities, which favor the A→A transition over the A→B transition. Figure 6 shows the result of the simulation of our network on this paradigm. A total of 150 sequences of five inputs with ISI of 150 ms was presented. Seventy percent were AAaab sequences, 20% AAAAA, and 10% AAAA (omission of the last sound, not analyzed here). The SOA between two sequences was 1.2 s. The average response to a frequent sequence is plotted in Figure 6. Note that the first element of the sequence is not predicted. The time elapsed since the last sound is superior to the span of the delay line. It is consistent with data showing that no MMN exists on the first element of a sequence or for very long ISI (Mäntysalo and Näätänen, 1987; Cowan et al., 1993). Second, the final B sound elicits a stronger prediction error (sMMN) than the previous sounds. This effect arises because (1) the transition probabilities favor the prediction of an A sound following an A sound; and (2) the network cannot use the past occurrence of a B sound to predict a new B sound, because the temporal interval between them (1200 ms) exceeds the time span of the memory neurons. Both the increased response to the first sound and the final MMN tightly reproduced experimental scalp and intracranial recordings (Bekinschtein et al., 2009; Wacongne et al., 2011).

Using a closely related, yet importantly different paradigm, Sussman et al. (1998) showed that the MMN to the deviant sound B in circular sequences AAAABAAAAB... actually disappears if the SOA is small (100 ms) and B is presented at regular intervals. This observation is actually consistent with the model we propose. If the time between two B sounds is short enough, the network is able to learn the transition between two consecutive Bs, and the sMMN disappears. Our simulated network predicts that the MMN should reappear as soon as the temporal prediction of B is made impossible, either by spacing the B presentations beyond the capacity of the memory neurons, or by making B appear at irregular time intervals.
of the sound, that is, the interval between the onset and the offset of the sound, was changed to 200 ms. We also simulated the converse situations in which standard sounds were 200 ms long and deviants, 150 ms long. Results are plotted in Figure 8, in which we compare the response to two physically identical sounds (150 ms duration) that act as standards or as deviants.

When the input duration deviates from expectations, the internal model generates a prediction later than the actual arrival of the stimulus. The response to the offset is not cancelled and the prediction error is bigger. This prediction error signal is followed by another component, corresponding to the response to the omission of the later onset. Together, these responses capture the

Figure 5. Simulating the MMN in response to an unexpected repetition among alternating stimuli. Left column, Mean response of the model to a frequent AB alternation in a ABABABA... stimulus. Middle column, Mean response to the rare AA repetition. Right column, The difference between the rare repetition and the frequent alternation shows a MMN elicited by the repeated sound AA. This prediction distinguishes predictive coding models.

Figure 6. Simulating the lack of sensitivity of the MMN to global regularities that cannot be captured by local transition statistics. Left column, Mean response to a frequent AAAAB stimulus. Middle column, Mean response to the rare AAAAA stimulus. Right column, Difference between rare and frequent sequences. An MMN continues to be elicited by the final B sound of the standard AAAAB stimulus. Although the global sequence AAAAB is frequent and predictable, the MMN effect is driven primarily by the rarity of the local transition A → B.
experimentally observed MMN to duration deviants (Jacobsen and Schröger, 2003).

Note that, in our model, the change in duration is formally equivalent to a change in ISI: predictions that are focused in time fail to cancel incoming inputs that are shifted in time. Therefore, the model also reproduces the experimentally observed MMN to ISI deviants (Ford and Hillyard, 1981; Nordby et al., 1988).

Prediction versus habituation: an experimental test of the model
We have shown that a model exclusively based on predictive coding principles can explain, on a parsimonious basis, the major properties of the experimentally observed MMN. However, this is not the only theory proposed in the literature. May and Tiitinen (2010) defend the theory that MMN would only be the result of...
synaptic habituation, that is to say, the reduction of the amplitude of EPSPs as a result of repeated stimulation of the same synapse. Indeed, synaptic adaptation and short-term plasticity are commonly observed in vivo and in vitro in cortex (for review, see Calford, 2002), and more specifically in auditory cortex (Condon and Weinberger, 1991; Brosch and Schreiner, 2000), and it is likely that a complete theory of MMN should ultimately take such effects into account. However, is synaptic habituation sufficient to explain all MMN findings? In their review of MMN findings, May and Tiitinen (2010) suggest that all current MMN paradigms remain compatible with a habituation mechanism and argue that there is therefore no decisive evidence in favor of predictive coding models of the MMN. Contrariwise, our model leads us to propose one such critical test separating the predictive coding and habituation interpretations.

To provide a direct test of the two models, we decided to present pairs of closely consecutive sounds AB (200 ms SOA), separated by a broad temporal interval (>10 s). Occasionally, instead of the frequent AB pair (70% of trials), a deviant AA pair is presented in 10% of the trials, in which the same sound is repeated twice. The predictions of our model are straightforward: the first A sound predicts the second B sound in the frequent AB pair, and a mismatch negativity should therefore be generated whenever the unexpected A sound is heard instead (i.e., when the rare AA pair is presented instead of the frequent AB pair). We confirmed this prediction through simulations (the results are essentially identical to the alteration case ABABA . . . described earlier).

The habituation model, however, makes the opposite prediction: due to synaptic habituation, the second A sound in the AA pair should always elicit a reduced activity compared with the B sound in the AB pair, which solicits nonhabituated synapses. It could be argued that some higher-order neurons might habituate to the presentation of the frequent AB pair as a whole. Indeed, this is how May and Tiitinen (2010) account for the above-described alternation paradigm (ABABA . . . ). However, experimentally, the recovery time of synaptic depression is generally of the order of a few seconds (Varela et al., 1997; Ulanovsky et al., 2004). Thus, by making the temporal interval between pairs as long as 10 s, we should render this putative effect of synaptic habituation at the level of the whole pair quite negligible, especially compared with the short-term adaptation to the individual sounds A in the pair AA, which are only separated by 200 ms. In this case, the habituation model can only predict a reduced brain response to the infrequent AA pair (i.e., the converse of a mismatch negativity).

As a further control, we introduced two additional rare deviants, the BB and BA pairs, which were also presented in 10% of the trials each. These pairs have the same structure as the AB pairs, in 10% of the trials, in which the same sound is presented a second time. The predictions of our model are straightforward: the second A sound predicts the second B sound in the frequent AB pair, and a mismatch negativity should therefore be generated whenever the unexpected A sound is heard instead (i.e., when the rare AA pair is presented instead of the frequent AB pair). We confirmed this prediction through simulations (the results are essentially identical to the alteration case ABABA . . . described earlier).

The habituation model, however, makes the opposite prediction: due to synaptic habituation, the second A sound in the AA pair should always elicit a reduced activity compared with the B sound in the AB pair, which solicits nonhabituated synapses. It could be argued that some higher-order neurons might habituate to the presentation of the frequent AB pair as a whole. Indeed, this is how May and Tiitinen (2010) account for the above-described alternation paradigm (ABABA . . . ). However, experimentally, the recovery time of synaptic depression is generally of the order of a few seconds (Varela et al., 1997; Ulanovsky et al., 2004). Thus, by making the temporal interval between pairs as long as 10 s, we should render this putative effect of synaptic habituation at the level of the whole pair quite negligible, especially compared with the short-term adaptation to the individual sounds A in the pair AA, which are only separated by 200 ms. In this case, the habituation model can only predict a reduced brain response to the infrequent AA pair (i.e., the converse of a mismatch negativity).

As a further control, we introduced two additional rare deviants, the BB and BA pairs, which were also presented in 10% of the trials each. These pairs have the same structure as the AA pairs and AB pairs, but are presented with equal probability. In our model, as the transition probabilities B→B and B→A are the same, the predicted evoked responses should be the same. Thus, our model predicts a lack of any difference here, whereas the synaptic habituation model again predicts a reduced response to the repeated pair BB compared with the nonrepeated pair BA.

We recorded MEG signals while five healthy participants were instructed to listen to these stimuli. Each subject listened to two blocks of 120 pairs of sounds. The frequencies of the two sounds were 800 and 1600 Hz, and were counterbalanced between blocks. Figure 9 shows the results. In every subject, the second tone of the rare AA pairs elicited a MN compared with the frequent AB pairs. The difference between the two conditions was significant for each individual subject and for both types of sensors (subject 1: Grad, 121–206 ms, $p < 1e-16$; Mag, 131–231 ms; subject 2: Grad, 131–186 ms, $p = 0.028$; Mag, 157–204 ms, $p = 0.044$; subject 3: Grad, 127–226 ms, $p = 0.003$; Mag, 126–264 ms, $p = 0.004$; subject 4: Grad, 109–177 ms, $p = 0.006$; Mag, 110–230 ms, $p = 0.001$; subject 5: Grad, 120–164 ms, $p = 0.04$; Mag, 116–260 ms, $p = 0.01$), as well as at the group level (Grad, 108–232 ms, $p < 1e-16$; Mag, 145–193 ms, $p < 1e-16$). The topography of the effect was similar to the classical MEG–MMN topography, with bilateral temporal activations.

Our model predicted that no difference should exist between the two control stimuli BA and BB. Indeed, no significant difference was observed between the two control stimuli (rare BB and rare BA pairs, presented with equal probability). In fact, a non-significant trend existed in the direction opposite to the one predicted by the synaptic habituation model (greater brain response to BA). This finding can be explained by the fact that the identity of the sounds serving as A and B was counterbalanced between the two halves of the experiment. As a result, the rare BA pair of the second run was the frequent AB pair of the first run. We reasoned that the transition that was well learned during the first block of trials could have continued to prevail in the second block, especially as the pairs BB and BA were presented for a very small number of times (12 each), thus largely preventing relearning of the actual equiprobability of the B→A and B→B transitions. We confirmed this hunch by separately analyzing the first and second halves of our experiment. When restricted to the first half, the two control stimuli BA and BB did not present any identifiable difference, whereas the same two conditions presented a stronger (yet nonsignificant) difference in the second half. Note again that the latter difference (stronger response to BB) was in the direction opposite to that expected from a habituation mechanism.

The experimental data are therefore consistent with the predictions of our model in great detail and in every single subject. To explain the data with synaptic habituation, one would have to postulate the existence of neurons that (1) respond specifically to the transition between the AB sounds; (2) present significant habituation after 10 s; and (3) whose habituation to AB pairs is strong enough to override the countereffect of habituation to the AA pair for neurons that respond only to frequency A. The latter assumption is particularly implausible because neurons responsive to A alone are likely to be much more numerous than neurons responsive to the AB pair as a whole, and because their habituation would be likely to be much stronger, given that the A→A delay of 200 ms is much shorter than the AB→AB delay of 10 s or more. Furthermore, the responses to BA and BB pairs provide no support for a habituation to individual B sounds. We therefore conclude that any habituation account of our data seems highly implausible.

**Discussion**

In this study, we developed a spiking neuron model of mismatch negativity, based on a predictive coding approach. We identified key properties of the mismatch effect and simulated the network response to a variety of test sequences. In particular, our model reproduced the known reduction in MMN amplitude when the frequency of the deviants increases, the MMN to repetition in an alternate sequence, and the response to the omission of an expected sound. Without any additional assumption, the model was able to account for the MMN to a change in stimulus duration or in interstimulus interval. We proposed a precise cortical localization of the neuronal populations postulated in the model and showed that our simulated current sources were consistent with actual electrophysiological data. We also showed that the
model acquired a quantitative synaptic representation of transition probabilities. An alternative model hypothesizes that MMN arises purely from synaptic habituation. We identified a precise experimental context where the two models lead to opposite predictions and showed that MEG data from human participants fully support our predictions, with no evidence of a synaptic habituation effect.

Predictions versus synaptic habituation

In the present study, we showed that a model based on pure predictive coding, without any synaptic habituation component, could account for a large range of effects. It is important to note that, even though the habituation and predictive/memory accounts of MMN have been often opposed (Näätänen et al., 2005; Winkler, 2007; May and Tiitinen, 2010), the two hypotheses are not logically exclusive. It remains possible that the two processes concur to the final MMN effect, possibly in different proportions according to the paradigm. However, the conclusions of the MEG experimental test of our model are fully consistent with a purely predictive account of MMN and argue against a strong contribution of habituation effects.

Other recent studies argue in favor of a negligible role of habituation in the MMN effect. Recent human MEEG recordings indicate that the omission response observed when an expected sound fails to occur conforms to the predictions of hierarchical predictive coding models (Wacongne et al., 2011). In rodents, Farley et al. (2010) showed that stimulus-specific adaptation is indeed observed in auditory cortex but that its properties differ sharply from those of the MMN, in terms of sensitivity to NMDA antagonists or elicitation of a novelty response. Together, these results provide strong evidence of the role of predictive coding in MMN.

Figure 9. Experimental test of the model using magnetoencephalography. A, Experimental design. Each block of trials begins with 10 identical pairs of tones (A followed by B). A and B are pure tones of 50 ms and frequency 800 and 1600 Hz, counterbalanced between blocks and subjects. The subject then listened to 120 pairs of tones: 70% of frequent AB pairs, and 10% of each of the rare pairs AA, BA, and BB. B, Comparison between the relative response amplitude predicted by the habituation model, the predictive coding model, and the data. In the habituation model (left column), response amplitude is minimal to a repeated tone. In our predictive coding model (middle column), response amplitude depends on transition probabilities between the first and second tone of the pair. The two models generate qualitatively different prediction for the AB and AA pairs. Observed group level responses (right column) to the two tones of each pair fit with predictive-coding predictions (for details, see Materials and Methods). Error bars represent the SEM. C–F, MEG results for magnetometers for one representative subject (left) and for the average over all subjects (right). C and E show the sensor-level topography of the average difference in magnetic field between the rare AA and the frequent AB pairs, 170 ms after the onset of the second sound. The most significant cluster of sensors at this time is indicated by dots. D and F show the time course of the average response to all conditions within these sensors. The two tones were presented at −0.2 and 0 s (black squares). The line colors correspond to the brackets surrounding the stimuli in A. The black line above the curves indicates the interval where a significant difference was found between AA and AB.
dence against a predominant role of synaptic habituation in the MMN effect and argue for the predictive coding hypothesis. Similar conclusions have been recently reached by other groups (Todorovic et al., 2011).

Extensions and limits of the model

In this study, we limited our simulations to two cortical columns coding for features distinct enough that thalamic inputs did not stimulate both columns at the same time. The model could be easily extended to a more continuous coding of tone frequency, in which each neuronal population codes for one preferred frequency but also responds more weakly to neighboring frequencies. This would give an account of the increase of MMN amplitude with the difference in frequency between standards and deviants (Sams et al., 1985).

Predictive coding requires that a memory of the recent past be used to predict the future. For the sake of simplicity, we adopted here the simplest hypothesis for a neural memory: a delay line. Although this assumption may not seem very realistic, we only argue here that there must be neural populations whose activity contains information about both the identity of recent stimuli and the time elapsed since they occurred. As noted by Buonomano (2005), these neurons need not be ordered in cortical space, but could be intermixed and arise from the partially chaotic temporal dynamics of cortical activation spread. Electrophysiological recordings from auditory cortex slices suggest that such a code might exist within the auditory cortex (Buonomano, 2003): when cortical neurons were stimulated, they triggered other neurons with reliable delays, without any correlation between response delays and the cortical distance from the neuron initially stimulated. Such a code would be ideal to support a memory of the recent past, as required in our model. It would allow the same neuronal populations to code tonotopically for the present and nontonopically for the past.

According to this hypothesis, our entire model would fit within a single cortical column and could constitute a basic building block for sensory predictive learning in various sensory systems. As noted by Friston et al. (2005), the closely similar neuronal architecture of cortical layers throughout the cerebral cortex supports the view that a similar computational principle of predictive coding may apply to the multiple hierarchical levels of the cortical areas of the brain. Thus, our model may be used to account for higher-order instances of mismatch responses, such as the distinct MMNs evoked by a change in phoneme versus speaker (Giard et al., 1995; Dehaene-Lambertz, 1997), or the mismatch responses observed outside the auditory modality, either in visual (Tales et al., 1999; Pazó-Alvarez et al., 2003), olfactory (Krauel et al., 1999; Pause and Krauel, 2000), and somatosensory (Kekoni et al., 1997; Shinozaki et al., 1998) modalities or even in a crossmodal context (Arnal et al., 2011).

Our model makes clear predictions as to the kind of regularities that should be reflected by the MMN. The model is only able to predict incoming stimuli by acquiring an internal representation of the transition probabilities between their onsets and offsets, over a window of a few hundreds of milliseconds. Thus, it fails to detect deviance from a rule that cannot be described at the level of transition probabilities. This statement should help clarify the issue of whether the MMN reflects “rule-based learning,” which is often confused in the present literature.

For example, Sussman et al. (1998) showed that when the oddball paradigm was slightly modified so that deviant sounds B occurred regularly at short-enough intervals between the standards (AAAAABAAAAABAAAAAB . . . ), the MMN disappeared. Yet in a seemingly contradictory finding, using a minimally different paradigm, Bekinschtein et al. (2009) showed that an AAAAB rule could not be acquired by low-level sensory processing, since the final B sound continued to elicit a MMN even when the entire AAAAB sequence was fully predictable. According to our model, the main difference between the two protocols is the long additional temporal gap between two five-tone sequences that exist in the Bekinschtein paradigm, and which disrupts any recent memory capable of predicting the final B sound. Thus, the apparent inconsistency in the results is easily understandable if we consider the size of the memory delay needed for temporal prediction. This example stresses the importance of carefully assessing the matrix of transition probabilities when trying to design experiments probing rule learning.

An MMN-like response was also recorded for deviance from more abstract kinds of regularities such as tone repetition or ascending/descending tones (Paavilainen et al., 1999; Korzyukov et al., 2003; Endress et al., 2007). Whether or not such rules are learnable by our network depends on the specifics of the experimental design. To make the rule unlearnable by transition probabilities, the design should reserve a broad frequency band never presented during training, or over which the probabilities of ascending and descending tones are equal. Otherwise, given enough training exemplars, our network will learn the “rule” and even generalize to frequencies that are novel but close enough to the training frequencies. These conditions were not fulfilled in many previous papers. If they were, however, and if the MMN resisted to such a control, this would provide definitive evidence that the mechanisms underlying the MMN go beyond our basic transition-probability model. The model might be extended, however, by postulating higher-order neurons sensitive to melodic contours (e.g., any ascending contour). In general, the coding properties of the input neural populations will have a crucial impact on the kind of regularities that can be detected by our model.

Conclusion

The idea that the brain is not a passive input–output device but acts as a predictive system capable of anticipating on the future, has a long history in ethology, psychology, and neuroscience, and has been proven useful in many distinct domains of perception, cognition, and action (Dehaene and Changeux, 1991; Schultz et al., 1997; Sutton and Barto, 1998; Hoshiya et al., 2005). Understanding the neural mechanisms by which the brain generates predictions is therefore an important goal for neuroscience. Predictive coding models of the MMN have been previously proposed (Friston, 2005; Friston et al., 2006; Garrido et al., 2009; Spratling, 2010) but only as abstract mathematical descriptions without a precise neurobiological implementation (Marreiros et al., 2009; but see Fiorillo, 2008). The present model resolves the difficulties associated with a neurobiological implementation of predictive coding. We show how the subtraction of observed versus predicted signals can be implemented through a specific architecture of inhibitory interneurons. We also show that a NMDA-dependent STDP plasticity rule is well adapted for learning of stimulus associations, leading to the prediction of a precise and essential contribution of NDMA receptors to predictive coding. The proposed architecture could generalize much beyond the specific domain of the MMN for which it was presently tested.
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