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Abstract

The aim of this work is to evaluate the efficiency of the local defect correction multi-grid method (Hackbusch, 1984) on solid mechanics test cases inducing local singularities and derived from an industrial context. The levels of local refinement are recursively automatically obtained thanks to the Zienkiewicz and Zhu a posteriori error estimator. Strategies around prolongation operator, ratio and criterion of refinement are given in order to reach the best performances. Comparisons with a h-adaptive refinement method enable us to appreciate the performances of the proposed tool in terms of precision, memory space and CPU time.
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1. Introduction

Industrial simulations deal with more and more complex physics, generally related to various characteristics length-scale. Instead of performing a uniformly refined mesh adapted to the finest singularity, two main approaches have been developed in order to generate locally refined meshes with less number of degrees of freedom (DoF):
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• The first kind of methods, called adaptive methods, consists in locally enriching an initial mesh of the domain, generally non-fitted to the singularities. This technique can be applied recursively. There are four main adaptive refinement methods: the r-adaptive technique (e.g. [1, 2]), the h-adaptive technique (e.g. [3–7]), the p-adaptive technique (e.g. [8–10]) and the s-adaptive technique (e.g. [11, 12]). The first three approaches aim to reduce the discretisation error in locally modify either the position of the nodes (r-adaptive method), or the number of DoF (h-adaptive method), or the degree of the polynomial basis functions (p-adaptive method). The main advantage of these adaptive methods is that finally, the problem is solved on a single optimal mesh. Currently, these methods are the most performed ones, especially in their combined versions that accumulate single-method advantages. Let us cite for example the hr-adaptive process [13, 14] or the hp-adaptive process, introduced in [15–17], and widely used in thermo-hydraulics [18, 19], combustion [20], neutronics [21, 22] and solid mechanics [23, 24]. However, some extra work on the solver is usually required (non-conforming meshes, preconditioning,...) and the resulting number of DoF of the problem may be still prohibitive in an industrial context.

The s-adaptive method is slightly different from the other approaches and consists in overlying additional local finer meshes to the initial mesh. A composite problem is then defined, containing the behaviour of each mesh and the interface couplings between the connected levels. The resulting number of DoF becomes quickly huge, that explains that this method is less widespread. However its extension dedicated to couple domains with different behaviours (for example, 1D and 2D models or continuum and atomic models) and called the Arlequin method (e.g. [25, 26]) is currently quite successful in solid mechanics.

• The other kind of methods, called local multi-grid (or multi-level) methods (e.g. [27–29]), can be seen as s-adaptive methods with hierarchical sub-grids and where the problems defined on each grid are solved separately. A multi-grid process [30] based on prolongation and restriction operators enables the solutions of each level to be each other connected. In opposition to the standard multi-grid approach, the
local multi-grid process starts from a global coarse grid (generally non data-fitted) of the whole domain and works recursively on only local fine nested sub-grids. Several local multi-grid methods have been developed depending on the restriction operator defined to correct the next coarser solution: the Local Defect Correction (LDC) method [31], the Flux Interface Correction (FIC) method [32] and the Fast Adaptive Composite (FAC) method [33].

The obvious advantage of the local multi-grid approach compared with the standard multi-grid one is a gain in terms of CPU time and memory space for local singularity problems. However, as for the standard multi-grid approach, one has to deal with an iterative process to obtain a converged solution on each level. Then, the accuracy of the solution is strongly dependent on the precision of the projection operators.

The performances of all the refinement methods (adaptive or local multi-grid) are strictly related to the suitable detection of the zone of interest, i.e. the zone where the discretisation error is maximum. To automate the refinement process, these types of methods are then often combined with a posteriori error estimators (e.g. [3, 7, 16, 22, 34, 35]).

A first category of error estimators relies on the comparison between two different grid refinements (e.g. [35]). They lie on the fact that the discretisation error converges with the mesh step. They can be applied to every kind of physics.

All the a posteriori error estimators specifically dedicated to solid mechanics (e.g. [36–38]) are based on the fact that the classical finite element (FE) resolution does not locally verify the static admissibility equation. They have been generally developed and proved for linear behaviours. However, they can usually be extended to non linear behaviours (e.g. [34, 39]) but are not often relevant for the most complex cases (plasticity, large deformations, contact, friction, . . . ). For more details on these estimators, we refer the reader to [40].

In this paper, the test cases under study are industrial problems including local singularities of different characteristic length-scale (see section 2.1). The main constraint of this work is to propose a refinement strategy that can be easily implemented in any existing industrial software. In this context, we decide to perform a method that is relevant in
a “black-box” solver concept. The local h-refinement method as well as the p-refinement and the s-refinement strategies do not fulfil this criterion. Moreover, to be as less as possible limited by the memory space required for each resolution, we decide to use local multi-grid methods. By the way, we will then also benefit from solver performances on structured regular meshes. Among the existing local multi-level methods, the LDC method [31] was retained because it seems to be the most suited method for solid mechanics problems with local singularities. While the local multi-grid concept has been widely performed in thermodynamics or thermal hydraulics (e.g. [41–44]), only recent studies focus on solid mechanics [35, 45]. Our approach gets closer to the one described in [35] but we aim to use an existing convergence proved local multi-grid method [27] whereas Biotteau et al. have decided to adapt the Full Multi-Grid method [46] to local refinement. The iterative processes are then different in terms of prolongation operators as well as steps of resolution.

The paper is organised as follows. In Section 2, we introduce the industrial test cases under study. We then present the chosen local defect correction (LDC) multi-level method in Section 3. Section 4 is dedicated to described some methodologies to obtain accurate results with the LDC method. Expected precision, mesh convergence and automatic refinement strategies are pointed out on 2D and 3D simulations. Finally, Section 5 focuses on the performances of the LDC method in an industrial context, especially with some comparisons with the existing global h-refinement method.

2. Context of the study

2.1. Industrial test case

The pellet-cladding interaction (PCI) [47] appears during irradiation in pressurised water reactors, which compose the majority of french nuclear reactors. The fuel is made of cylindrical uranium dioxide ($UO_2$) pellets of 8.2 mm diameter and 13.5 mm height, piled up in a zircaloy cladding. During irradiation, two phenomena lead to PCI:

- The fuel pellet quickly cracks during the first power increase (see figure 3, left). Moreover, the fuel pellet swells and the cladding creeps due to external pressure,
that conducts to contact between the pellet and the cladding. The pellet cracking induces then a discontinuous contact.

- The high gradient of temperature yielded in the finite axial size of the pellet involves a hourglass shape deformation phenomenon (cf. figure 1). Hence, the contact between the fuel and the pellet appears first in front of the inter-pellet plane. Consequently, the concentrations of stress are important around the inter-pellet plane.

![Figure 1: Illustration of the hourglass shape phenomenon: before (left) and during (right) irradiation](image.png)

The localised concentration of stress combined to the discontinuous contact with the pellet can lead to the cladding failure. Consequently, modelling precisely the PCI is of great importance as it concerns the integrity of the cladding which is the first confinement barrier for the irradiated fuel. That is why research and development on this item are still undertaken worldwide in order to improve the understanding of the mechanisms possibly leading to PCI failure, as well as to qualify a PCI resistant rod design. Complete 3D simulations are currently limited because of the number of DoF required for precise representations of the local phenomena. The actual strategy consists in using an unstructured mesh with locally really stretched elements around the PCI zone. This irregular mesh induces ill-conditioned systems, for which the convergence is difficult to reach. As detailed in introduction, the LDC method seems to offer the possibility to go round these difficulties and to enable us to perform more accurate solutions in acceptable CPU time.
In order to verify the capability of the LDC method, a simplified PCI model is used. We are only interested in the cladding response, supposed to be linear elastic (Young modulus: $10^{11}$ Pa and Poisson’s ratio: 0.3) (see problem 1). Thus a linear problem in displacement is under consideration. The contact with the pellet is represented by a discontinuous pressure on the internal radius of the cladding.

The two characteristic phenomena of PCI are first modelled separately in two distinct two-dimensional studies (sections 4.2 to section 4.3). They are then gathered in a three-dimensional study (section 4.4).

### 2.2. Mechanical formulation of the problem

We consider a linear elastic domain $\Omega$ with boundary $\Gamma$ and outgoing normal $n$. Prescribed displacements $u_0$ and forces $F$ are respectively imposed on a subset $\Gamma_U$ of the boundary and on the remaining part $\Gamma_F$, with $\Gamma_U \cup \Gamma_F = \Gamma$ and $\Gamma_U \cap \Gamma_F = \emptyset$.

The problem solved then writes:

$$
\begin{align*}
-\text{div}(\sigma) &= f & \text{in } \Omega \\
\sigma &= C : \varepsilon & \text{in } \Omega \\
\varepsilon(u) &= \frac{1}{2}(\text{grad}(u) + \text{grad}^T(u)) & \text{in } \Omega \\
u &= u_0 & \text{on } \Gamma_U \\
\sigma \cdot n &= F & \text{on } \Gamma_F
\end{align*}
$$

where

- $\sigma$ is the stress field
- $f$ is the source term
- $\varepsilon$ is the strain field
- $u$ is the displacement field

### 2.3. Hourglass shape phenomenon: 2D($r,z$) test case

The first test case is axisymmetric and represents the hourglass shape phenomenon. The first advantage of this test case is that the geometry under consideration is very simple, as the computational domain is rectangle. So regular structured uniform meshes perfectly representing the real geometry can be used.

The contact with the pellet induced by the hourglass shape deformation is represented
by a peak of pressure on 600 µm around the inter-pellet plane. Thanks to symmetrical conditions, only one half of the pellet is simulated, see figure 2.

![Figure 2: Problem definition - 2D axisymmetric test case](image)

As there is no analytical solution to this problem, a reference solution obtained with a uniform mesh adapted to the internal pressure gap, of space step $2 \times 10^{-3} \text{mm} (2 \mu\text{m})$ in each direction ($\approx 2$ millions of DoF), will be used for the verification of the accuracy of the method.

2.4. Pellet cracking phenomenon: 2D($r, \theta$) test case

The second test case represents the pellet cracking and verifies the plane strain hypothesis. As the geometry is curved, the meshes will be regular structured but non uniform, only “quasi uniform”. The goal of this study is to verify the LDC method on a less classical case. Particularly, the impact of the approximation of the geometry will be looked at. Indeed, the hierarchical local meshes generation implies that the approximation of the curvature remains the initial coarsest one on all the local finer sub-grids. The cracking phenomenon is represented by a pressure discontinuity on the internal radius of the cladding, in front of the crack opening represented here at 8µm. The pellet
is assumed to crack in a regular way, see [48]. Under symmetrical considerations, only 1/16 of the cladding is represented, see figure 3.

![Figure 3: Problem definition - 2D plane strain test case](image)

For this test case, an analytical solution exists [49]. However this solution is written as a Fourier decomposition and we cannot perform the number of terms required to achieve an enough precise solution. So, as in the previous case, a reference solution obtained on a really fine mesh ($\approx 2$ millions of DoF) of space step $1.10^{-3} \text{mm}$ in each direction, adapted to the singularity, plays the role of the analytic solution in the verification process.

2.5. Three-dimensional test case

This test case gathers the two previous two-dimensional test cases on a three-dimensional geometry. The goals of this further study are multiple: verify the accuracy of the LDC method on a three-dimensional case, confirm the capability of the method to deal with several crossed singularities of different characteristic length-scale and appreciate the performances of the local refinement strategy on a more realistic industrial configuration.

An important limitation of this test case will lie on the precision of the reference solution. Indeed, the most accurate solution that we obtained has been performed on a non uniform unstructured mesh of space step varying from 2 to 50 $\mu$m ($\approx 2$ millions of DoF).
3. A local multi-grid algorithm

3.1. General principle of local multi-grid methods

The local multi-grid methods (e.g. [28, 31–33]) are based on an inverse multi-grid process [30]. Indeed, a global coarse grid is first performed on the whole domain, and only local fine sub-grids are set on areas where more precision is required. An example of nested grids is shown on figure 4. Such type of local sub-grid can be defined recursively until reaching a desired accuracy or a local mesh step.

![Figure 4: Example of hierarchical meshes used in a local multi-grid method](image)

As for the standard multi-grid method, prolongation and restriction operators are defined to link several levels of computation. The prolongation operator is used to transport information from a coarse grid to the next finer one. It differs from the multi-grid one (that transports an error) and consists here in defining boundary conditions on the fine grid from the next coarser solution.

The restriction operator transports information from a fine grid to the next coarser one in adding a new source term derived from the restricted fine solution. In opposition to the multi-grid one, the local multi-grid restriction operator is thus not the transpose of the prolongation operator. Several local multi-grid methods have been developed being differentiated by the restriction operator.

In the Local Defect Correction (LDC) method [31], the restriction step consists in correcting the coarse problem via a defect calculated on all the overlying zone from the next...
finer solution. This method can be used on every type of discretisation, but it requires a refinement zone sufficiently large. It has been applied successfully to several types of physics (e.g. [41, 44, 50, 51]) and its theoretical convergence has been studied in [27, 52]. The Fast Adaptive Composite (FAC) method [33] consists in solving at the restriction step an intermediate problem on the composite grid. This method has been essentially performed for linear problems [53, 54]. Its main advantage lies on the fact that the correction impacts simultaneously the fine and the coarse solution. Moreover, it can be easily distributed on parallelled architecture [53], but it induces a slower convergence. Its main drawback is that one has to deal with a composite problem.

The Flux Interface Correction (FIC) method [32] is based on flux conservation between the sub-grids. It is dedicated to conservative discretisation, such as Finite Volume method for example [43, 55].

In the previous cited local multigrid methods, problems on all grids are sequentially deeply computed until the solution has converged on the coarsest grid. Such an iterative process is traditionally represented by a $\wedge$-cycle, as on figure 5.

Another kind of local multigrid approach [35, 45] has been recently introduced. It is based on the Full Multi-Grid (FMG) [46] process (see figure 6). The restriction operator is the same as in the LDC method, but the prolongation operator outcomes from both the standard FMG one and the standard local multigrid one (boundary conditions).
This method can be viewed as a recursive two-grid algorithm. It is attractive if the resolution on the fine sub-grids is costly. When the sub-grids are localised (small number of DoF), a cheap (quite) exact resolution is possible. Then, the benefit of the progressive smoothing is not so obvious.

3.2. The Local Defect Correction method

Let us consider the problem \((P)\) defined on an open-bounded domain \(\Omega\) of boundary \(\Gamma\):

\[
(P) : \begin{cases} 
\mathcal{L}(u) = f & \text{in } \Omega \\
\mathcal{L}_\Gamma(u_\Gamma) = f_\Gamma & \text{on } \Gamma
\end{cases}
\]

with:

\[
\begin{align*}
\mathcal{L} &: \text{operator (generally nonlinear)} \\
u &: \text{solution} \\
f &: \text{right-hand side}
\end{align*}
\]

\(\mathcal{L}_\Gamma(u_\Gamma) = f_\Gamma\) generically represents any kind of boundary conditions on \(\Gamma\) (Neumann, Dirichlet, \ldots).

A set of nested domains \(\Omega_l, 0 \leq l \leq l^*\) with \(\Omega_0 = \Omega\) is then defined. Each domain is discretised by a grid \(G_l\) of boundary \(\Gamma_l\) and of discretisation step \(h_l < h_{l-1}\). The local discrete problem solved at each phase (prolongation, restriction) of the \(k^{th}\) \((k \geq 1)\) \&-cycle writes:

\[
(P_l^k) : \begin{cases} 
\mathcal{L}_l(u_l^k) = f_l^k & \text{in } G_l \\
\mathcal{L}_{\Gamma_l}(u_{\Gamma_l}^k) = f_{\Gamma_l}^k & \text{on } \Gamma_l
\end{cases}
\]
Here, $\mathcal{L}_l$ is the discrete operator associated to $\mathcal{L}_{\{l\}}$ on $G_l$. $f^k_l$, $\mathcal{L}_{\Gamma}$, and $f^k_{\Gamma}$ will be defined in the next sections.

The kind of problem solved in $G_l$ remains unchanged ($L_l$ and $L_{\Gamma}$) during the $\wedge$-cycles but the associated right-hand side ($f^k_l$) and boundary conditions values ($f^k_{\Gamma}$) aim to vary.

3.2.1. Initialisation

In the sequel, we will use the following conventions:

$$\forall l, \ 0 \leq l \leq l^* : \begin{cases} f^0_l = f_{G_l} \\ f^0_{\Gamma} = f_{\Gamma_l} \end{cases}$$

The initial coarse solution $u^0_0$ is obtained by solving $(P^0_0)$ which is the discrete problem associated to $(P)$ defined on $G_0$:

$$(P^0_0) : \begin{cases} \mathcal{L}_0(u^0_0) = f^0_0 \\ \mathcal{L}_{\Gamma_0}(u^0_{\Gamma_0}) = f^0_{\Gamma_0} \end{cases}$$

Then, the following prolongation and restriction steps will be repeated for $k$ going from 1 to $k^*$ (see figure 5).

3.2.2. Prolongation step: boundary conditions

The boundary conditions on the grids $G_l$, $0 < l \leq l^*$ with $l^* > 0$ are defined as follows (see example on figure 7):

- On $\Gamma_l \cap \Gamma$ the boundary conditions of the original problem $(P)$ are imposed:

  $$\mathcal{L}_{\Gamma_l \cap \Gamma} : \text{discrete operator associated to } \Gamma_l \text{ on } \Gamma_l \cap \Gamma$$

  and

  $$f^k_{\Gamma_l \cap \Gamma} = (f_l)_{|\Gamma_l \cap \Gamma} \quad \forall k \geq 1$$

- On $\Gamma_l \setminus (\Gamma_l \cap \Gamma)$ Dirichlet boundary conditions are set. The Dirichlet values are obtained thanks to the prolongation operator $P^k_{l-1}$ applied to the next coarser solution $u^k_{l-1}$:

  $$u^k_{\Gamma_l \setminus (\Gamma_l \cap \Gamma)} = (P^k_{l-1}(u^k_{l-1}))_{|\Gamma_l \setminus (\Gamma_l \cap \Gamma)}$$

In order to solve $(P^k_l)$, one has to define also $f^k_l$. As it is not the key point of the prolongation step and as the original algorithm is written for two grids, the literature is
not uniform on the choice of the right-hand side (RHS) $f^k_l$ for $0 < l \leq l^*$. Two choices, depending on the way to consider the intermediate level, co-exist:

$$f^k_l = f^{k-1}_l \quad \text{or} \quad f^k_l = f^0_l$$

As the finest grid problem is solved uniquely in prolongation steps, both choices lead to $f^k_l = f^0_l$ which is consistent with the two-grid method. The impact of the choice of $f^k_l$ at the prolongation step for intermediate levels will be studied in section 4.2.

3.2.3. Restriction step: defect correction

The restriction step consists in correcting the coarse problem via a defect calculated from the next finer solution. The boundary conditions defined on the prolongation step are kept to solve the new problem ($P^k_l$).

Two sets of nodes of $G_l$ have to be defined [31], see figure 8. The set $A_l$ contains the nodes of $G_l$ strictly included on the domain discretised by $G_{l+1}$. This set is used to restrict the next finer solution $u^k_{l+1}$. $\tilde{A}_l$ is made up of the interior nodes of $A_l \cup (\Gamma_l \cap \Gamma)$ in the sense of the discretisation scheme. It defines the zone where the RHS $f^k_l$ will be modified.

First, the solution obtained on the fine grid $G_{l+1}$ is restricted to the nodes of $A_l$:

$$\tilde{u}^k_l(x) = (R^l_{l+1}u^k_{l+1})(x) \quad \forall x \in A_l$$

where $R^l_{l+1}$ is an interpolation operator (often polynomial) from the fine grid $G_{l+1}$ to the coarse grid $G_l$. 
Then, the local coarse defect associated to this solution is computed on the nodes of $\hat{A}_l$:

$$r^k_l(u)(x) = (L_l(\hat{u}^k_l) - f^0_l)(x) \quad \forall x \in \hat{A}_l$$

Finally, the coarse solution $u^k_l$ is corrected by solving the coarse problem with the modified RHS:

$$f^k_l = f^0_l + \chi_{\hat{A}_l} r^k_l(u)$$

where $\chi_{\hat{A}_l}$ is the characteristic function of $\hat{A}_l$.

Remark: Equation (2) supposes that the defect of the fine problem $r^{k+1}_l$ is negligible compared to $r^k_l$, which means that the fine resolution is precise enough (see [28] for example):

$$\|r^{k+1}_l\| = \|L_{l+1}(u^k_{l+1}) - f^{k+1}_{l+1}\| \ll \|r^k_l\|$$

As the correction impacts only nodes of the subset $\hat{A}_l$, the LDC method needs a correction zone $A_l$ large enough to be efficient [31].

The coarsest solution is then used for the next prolongation step (see figure 5): $u^{k+1}_0 = u^k_0$.

4. Methodology to apply the LDC method to an industrial solid mechanics test case

4.1. Numerical considerations

4.1.1. Approximation space

The numerical resolution is performed using the standard $Q_1$ FE method. In this case, the simplicial Lagrange finite element space associated to a triangulation $\Omega_h$ of $\Omega$
can be written as:

\[ V_h = \{ v_h \in C^0(\bar{\Omega}) : v_{h|K} \in Q_1, \forall K \in \Omega_h \} \subset H^1(\Omega), \]

where

- \( h \) is the space step,
- \( K \) is an element of \( \Omega_h \),
- \( Q_k \) stands for the space of polynomials of degree for each variable less than or equal to \( k \). Then, \( Q_1 = \text{span}\{1, x, y, xy\} \) in \( \mathbb{R}^2 \) and \( Q_1 = \text{span}\{1, x, y, z, xy, xz, yz, xyz\} \) in \( \mathbb{R}^3 \).

4.1.2. Solver

In order to respect hypothesis (3), a quasi-exact resolution has to be performed on the sub-grids. Then, we use a direct solver for the resolution of the problems \( (P^k_l) \).

It offers the advantage to keep the inverse of the stiffness tensor for the next \( \wedge \)-cycle resolutions. As the \( \wedge \)-cycles differ only by their RHS (see section 3), the time consuming of a LDC resolution will be mostly made up of the CPU time of the first prolongation step resolutions.

4.1.3. Errors

In order to evaluate the accuracy of the different variants of the method, several error calculations are computed. As introduced in section 2.1, we designate as reference solution the discrete solution \( \tilde{u} \) of \( (P) \) obtained with a classical \( Q_1 \) FE resolution on a very fine mesh. The discretisation error is then defined as the difference between the reference solution \( \tilde{u} \) and the solution \( u_h \) of the discrete problem \( (P^k_0) \) defined on \( G_0 \).

In a real industrial context, the exact position of the singularity is unknown a priori. To be consistent with this hypothesis, the position of the singularity will be mesh dependent. This position will be chosen in a conservative way with respect to security criteria. Thus, the discretisation error can be divided into two terms: a modelling error and a numerical scheme error. The numerical scheme error takes account of the approximation of the geometry. If \( u_d \) denotes the solution of the continuous problem with a singularity distant of \( d \) of the real one, the discretisation error writes:
\begin{equation}
\| \bar{u} - u_h \| \leq \| \bar{u} - u_d \| + \| u_d - u_h \|\) \tag{4}
\end{equation}

For a non-polyhedral open-bounded domain, even with an approximation of the geometry, the numerical scheme error is proved to be still in $O(h^2)$ [56] for the standard conforming $Q_1$ FE method. Concerning the modelling error, it is of first order with respect to $d$. Since $d$ may vary as $h$, it is demonstrated in [57] that the mesh convergence of the discretisation error is then in $O(d)$. With a local multi-grid process, we aim to reduce the discretisation error in adding local meshes with finer and finer space steps up to a local finest mesh size $h_{fine}$. Then, we expect the LDC method to converge as $O(d h_{fine})$, until the numerical scheme error is reached [55].

Two norms of the error will be looked at: the $L^2$ norm and the $L^\infty$ norm (or maximal norm). The discrete $L^2$ norm on an approximate domain $\Omega_h$ writes:

$$\forall \varphi_h \in Q_1(\Omega_h), ||\varphi_h||_{L^2(\Omega_h)}^2 = \sum_{K \subset \Omega_h} ||\varphi_h||_{L^2(K)}^2$$

where $||\varphi_h||_{L^2(K)}$ is performed using a numerical integration, exact on $Q_1(K)$ ($R(\varphi) \equiv 0$ if $\varphi \in Q_1$):

$$||\varphi_h||_{L^2(K)}^2 = \int_K \varphi_h^2 \, dx = \sum_{i=1}^{n_K} \text{meas}(K) \frac{n_k}{n_K} \varphi_h^2(x_i) + R(\varphi_h^2)$$

The subscript $i$ denotes a vertex of the element $K$ and $n_k$ represents the number of vertices in $K$.

The relative discrete $L^2$ error norm is the ratio of the absolute discrete $L^2$ error norm to the discrete $L^2$ norm of the reference solution $\bar{u}$:

$$||e_h||_{L^2(\Omega_h)} = \frac{||\bar{u} - u_h||_{L^2(\Omega_h)}}{||\bar{u}||_{L^2(\Omega_h)}}$$

The relative discrete $L^\infty$ error norm is defined as:

$$||e_h||_{L^\infty(\Omega_h)} = \frac{\max_{\Omega_h} |\bar{u} - u_h|}{\max_{\Omega_h} |\bar{u}|}$$

These two norms are complementary as the $L^2$ error norm gives some information about the response of the whole structure whereas the $L^\infty$ error norm provides a localised information.
Moreover, as we are interested in local fine values, we also compute composite error norms. On an initial coarse mesh, these composite error norms enable us to take into account the approximated solutions obtained on the local fine nodes. Indeed, in this case, the relative error norms are recursively summed from the finest grid to coarsest one, excluding on each grid the refined part. We will use the notation $\|e_h\|_{L^2,\text{comp}}$ (respectively $\|e_h\|_{L^\infty,\text{comp}}$) for the composite relative $L^2$ error norm (respectively composite relative $L^\infty$ error norm).

### 4.1.4. Interpolation operators

A linear interpolation (derived from the coarse basis functions) is used in the prolongation step while the canonical restriction (hierarchical meshes) is used for the restriction step. This choice of operators is in agreement with the expected first order accuracy of the method.

### 4.1.5. Refinement

The mesh size $h_l$ of the grid $G_l$ is defined according to the initial mesh size $h_0$ by:

$$h_l = \frac{h_0}{r^l}$$

where

- $r$ is the refinement ratio (2 or 4 in our cases)
- $l$ is the level of the grid $G_l$

Then:

$$h_{l+1} = \frac{h_l}{r}$$

### 4.1.6. Convergence of the $\land$-cycle

The convergence of the $\land$-cycle will be tested by comparing to successive coarse solutions:

$$\frac{\|u_0^k - u_0^{k-1}\|_{L^2(G_0)}}{\|u_0^k\|_{L^2(G_0)}} \leq 1.10^{-5}$$
4.2. Prolongation operator on the intermediate level

As seen in section 3, the LDC algorithm is classically written for two grids. It can be easily extended to several grids, by generating sub-problems recursively. However, an indecision appears when one has to define the RHS of the problem \((\mathcal{P}_l^k)\) on the intermediate levels \((0 < l < l^*)\). Indeed, this level can be looked at as a fine level for the next coarser one or a coarse level from which a finer grid is defined.

Usual assumptions consider each intermediate level as a local coarse level from which a new two-grids algorithm is generated. Hence, one uses the RHS of the previous restriction step at the next prolongation step: \(f_l^k = f_l^{k-1}\) (see [52] for example).

Another point of view consists in having a global vision of the multi-grid cycle (cf. figure 5). Then, at the prolongation step the intermediate levels play the role of fine grids while at the restriction step they are viewed as coarse grids. Consequently, the RHS \(f_l^k\) may be set at \(f_l^0\) during the prolongation step.

The two possibilities are tested on the two-dimensional axisymmetric industrial test case presented section 2.3.

In this section, the refinement ratio \(r\) is set to 2. An example of nested sub-grids is presented on figure 9(b) where the initial coarse mesh step is 327\(\mu m\). We remind that the pressure gap is located at 600\(\mu m\) from the bottom of the cladding and it is not set a priori on a discretisation point. Sub-grids are generated a priori thanks to the relative error in displacement obtained from the reference solution (see figure 9(a)). The meshes are localised around the singularity on the whole thickness of the cladding.

As expected, the finest grid represents only a very small part of the initial domain. The hierarchical meshes are chosen here structured uniform, so fast solvers can be used on each mesh.

Figure 10 represents the relative discrete \(L^2\) error norm with respect to the distance between the real singularity and its approximation on the initial coarse mesh, and to the number of sub-grids. The “fine like” prolongation operator refers to the choice \(f_l^k = f_l^0\) whereas the “coarse like” prolongation operator refers to the choice \(f_l^k = f_l^{k-1}\). The initial mesh step is \(h_i = 327\mu m\).
The first conclusion to be drawn is that, as expected, the mesh convergence of the global structured uniform meshes is of first-order with respect to the distance to the singularity. The second conclusion is that the two approaches concerning the prolongation operator conserve the order of convergence with respect to the local finest distance to the singularity until a stagnation appears. Indeed the same error level is obtained with a local refinement than with a global mono-grid of discretisation step equal to the local finest one. Thus, the LDC method converges as $O(d_{h_{\text{fine}}})$, where $d_{h_{\text{fine}}}$ corresponds to the local distance to the singularity.

The two approaches lead to equivalent results before reaching the approximation error of the non-refined part. Then, the “fine like” prolongation operator seems to be a little more precise. However, both hypotheses need the same number of $\wedge$-cycles to converge, which means an equivalent CPU time.
The relative maximal error norms are reported in Table 1.

Table 1: Comparison between “fine like” (‘f’) and “coarse like” (‘c’) prolongation operator - 2D(r,z) test case - Relative maximal error norm

<table>
<thead>
<tr>
<th>$h_0$</th>
<th>$l^*$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td></td>
<td>1.14 $10^{-1}$</td>
<td>5.83 $10^{-2}$</td>
<td>$f'$ : 2.69 $10^{-2}$</td>
<td>$c'$ : 2.78 $10^{-2}$</td>
<td>$f'$ : 9.57 $10^{-3}$</td>
</tr>
<tr>
<td>$h_1/2$</td>
<td></td>
<td>5.77 $10^{-2}$</td>
<td>2.72 $10^{-2}$</td>
<td>$f'$ : 1.05 $10^{-2}$</td>
<td>$c'$ : 1.07 $10^{-2}$</td>
<td>$f'$ : 1.82 $10^{-3}$</td>
</tr>
<tr>
<td>$h_1/4$</td>
<td></td>
<td>2.62 $10^{-2}$</td>
<td>9.71 $10^{-3}$</td>
<td>$f'$ : 1.17 $10^{-3}$</td>
<td>$c'$ : 1.22 $10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$h_1/8$</td>
<td></td>
<td>9.65 $10^{-3}$</td>
<td>9.42 $10^{-4}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h_1/16$</td>
<td></td>
<td>7.97 $10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We can observe that the optimal convergence in $O(h_{fine})$ is also reached before slowing down for fine error levels ($< 1.10^{-3}$). For example, the same error is obtained for
\( h_0 = h_i/4 \) and \( l^* = 0 \) as for \( h_0 = h_i/2 \) and \( l^* = 1 \) or \( h_0 = h_i \) and \( l^* = 2 \). The behaviour of \( L^2 \) and \( L^\infty \) norms are similar. Here again, the “fine like” prolongation operator gives more accurate solution for expected fine error levels.

In order to also compare the solution obtained on the sub-grids for both approaches, the composite error norms are then looked at. The relative composite \( L^2 \) error norms are plotted on figure 11 and the relative composite \( L^\infty \) error norms are detailed in table 2.

\[ \| \varepsilon_{h_i} \|_{L^2, \text{comp}} \]

\[ \| \varepsilon_{h_i} \|_{L^\infty, \text{comp}} \]

\( l^* = 0 - \) “fine like” prolongation operator
\( l^* = 1 - \) “coarse like” prolongation operator
\( l^* = 2 - \) “fine like” prolongation operator
\( l^* = 3 - \) “coarse like prolongation operator
\( l^* = 4 - \) “fine like” prolongation operator

Figure 11: Influence of the prolongation operator on the intermediate level - 2D(r,z) test case

Unlike the previous results, there is an important difference between the effects of the two types of prolongation operator. When the “coarse like” prolongation operator is used, the convergence remains in \( O(d_{h_{final}}) \) for both norms except for the finest error level. These results are consistent with the ones obtained by Anthonissen et al. [51]. The attained precision is then homogeneous from the finest to the coarsest grid. On the contrary, an early stagnation appears for the “fine like” prolongation operator. The more the initial mesh is coarse, the more the stagnation appears at early levels of refinement. So, in this case, the obtained results are far from the expected ones.
Relative composite maximal error norm according to the prolongation operator

<table>
<thead>
<tr>
<th>( h_0 )</th>
<th>( h )</th>
<th>( f' )</th>
<th>( c' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( h_i )</td>
<td>1.14 ( 10^{-1} )</td>
<td>5.83 ( 10^{-2} )</td>
<td>( f' ) : 4.16 ( 10^{-2} )</td>
</tr>
<tr>
<td>( h_i/2 )</td>
<td>5.77 ( 10^{-2} )</td>
<td>2.72 ( 10^{-2} )</td>
<td>( f' ) : 1.65 ( 10^{-2} )</td>
</tr>
<tr>
<td>( h_i/4 )</td>
<td>2.62 ( 10^{-2} )</td>
<td>9.94 ( 10^{-3} )</td>
<td>( f' ) : 1.44 ( 10^{-3} )</td>
</tr>
<tr>
<td>( h_i/8 )</td>
<td>9.65 ( 10^{-3} )</td>
<td>9.62 ( 10^{-4} )</td>
<td>( f' ) : 1.12 ( 10^{-2} )</td>
</tr>
<tr>
<td>( h_i/16 )</td>
<td>7.97 ( 10^{-4} )</td>
<td>( f' ) : 1.04 ( 10^{-3} )</td>
<td>( c' ) : 1.97 ( 10^{-3} )</td>
</tr>
</tbody>
</table>

Table 2: Comparison between “fine like” (‘f’) and “coarse like” (‘c’) prolongation operator - 2D(r,z) test case - Relative maximal composite error norm

In conclusion, both prolongation operators correct accurately the initial coarse mesh (whole structure) but only the “coarse like” operator brings accurate solution on local fine grids.

As we are interested in local values, in the sequel we will use by default the “coarse like” prolongation operator.

4.3. A posteriori error estimation

In this section, we are interested in automating the detection of areas of interest for two reasons. First, in the previous section we supposed that the stagnation was due to the discretisation error of the non-refined part. So, we aim to determine optimal refined zones in order to reach the expected precision (i.e. mono-grid error obtained for the same finest mesh step). Secondly, we are interested in moving singularities so we would like to have refinement zones adjusting automatically.

In this context, we chose to use the Zienkiewicz and Zhu (ZZ) a posteriori error estimator [38]. It is the most used error estimator (e.g. [34, 58–61]) and its super-convergent patch recovery version [62, 63] gives really convincing performances in terms of precision over time consuming. Moreover, it can be easily performed and is already available in some industrial codes, as Code_Aster [64] or CAST3M [65]. This estimator has been proved theoretically for a linear one-dimensional problem [63]. Furthermore, it can be
expressed with the energy norm [66] which allows to extend it to any type of behaviour.

4.3.1. Presentation of Zienkiewicz and Zhu a posteriori error estimator

The ZZ estimator [38, 62, 63] consists in constructing a stress solution \( \sigma_h^* \) smoother than the FE one \( \sigma_h \). The local estimator \( \eta_{E,h} \) on an element \( E \) is defined as:

\[
\eta_{E,h} = \| (\sigma_h^*)_E - (\sigma_h)_E \|
\]

The element value is obtained from nodes values. For the FE stress \( \sigma_h \), the values at the discretisation nodes are obtained by interpolating the values at the Gaussian points. To obtain the estimated stress \( \sigma_h^* \), two methods are proposed by Zienkiewicz and Zhu:

- The simplest and cheapest one [38] consists in averaging the value of the FE stress \( \sigma_h \) on the elements surrounding the node. However, it is not very efficient for very coarse grids or for high-order polynomial basis.

- The second one, called “super convergent patch recovery” [62, 63], is based on patches, which are the union of several elements. On each patch, a high-order polynomial function is defined, which minimises the root mean square gap with respect to \( \sigma_h \) on so-called “super convergent” points (Gauss points in one dimensional problems). Then an average of each patch contribution is made to obtain \( \sigma_h^* \). This method is a little bit more expensive but leads to better approximations.

In order to generate the LDC grids automatically in the maximum error zones, we decide to apply recursively the ZZ error estimator during the first prolongation step to obtain each next finer grid. At each level \( l \), we hence refine the elements \( L \) of the grid \( G_l \) for which the local ZZ error \( e \) respects:

\[
e_L > \alpha ( \max_{K \subset G_l} e_K - \min_{K \subset G_l} e_K )
\]

with

\[0 \leq \alpha \leq 1, \ \alpha \ \text{a given constant}\]

The second-hand member of equation (6) enables to stop the refinement process when the solution is sufficiently smooth. We define a minimum number of elements required to build a new local sub-grid (typically \( 2^D \) with \( D \) the space dimension). According to
the definition of $\hat{A}_1$ and $A_1$ in section 3.2.3, we also decide to enlarge the refinement zone in order to keep all the detected elements in the restriction zone $\hat{A}_1$.

The more $\alpha$ is low, the more the number of elements to refine is important. In the sequel, we will look to an optimal value of $\alpha$, that is to say the biggest value of $\alpha$ (i.e. minimal number of elements) leading to the expected error level.

With this strategy, we thus need less refinement levels than with a two-refinement comparison error indicator \cite{45, 67} where the level $l$ is finally obtained thanks to the level $l - 2$.

4.3.2. Two-dimensional axisymmetric test case

On figure 12 the local error field calculated by the ZZ estimator is plotted, for an initial coarse mesh of uniform cells of mesh step $327 \mu m$.

![Figure 12: Local error given by the ZZ a posteriori error estimator - 2D axisymmetric test case](image)

Applying the detection formula, we can notice that the automatically detected areas (figure 13, left) are not structured meshes. In order to keep advantages of regular structured meshes (natural tensor formulation, good convergence properties,...), we decided to add some elements at each mesh to make them structured (figure 13, right) \cite{29, 51}.

On figure 14, we study the composite $L^2$ error of the LDC method with respect to the refinement criterion $\alpha$ chosen for the ZZ automatic detection. The initial mesh step $h_i$ is the same than in section 4.2 ($h_i = 327 \mu m$).
Figure 13: Example of detected area (in red) and modification to obtain a structured mesh (in green)

\[ \| e \|_{L^2, \text{comp}} \]

\[ h_0 = h_i, \quad l^* = 0 \]
\[ h_0 = h_i, \quad l^* = 1 \]
\[ h_0 = h_i, \quad l^* = 2 \]
\[ h_0 = h_i/2, \quad l^* = 0 \]
\[ h_0 = h_i/2, \quad l^* = 1 \]
\[ h_0 = h_i/4, \quad l^* = 0 \]
\[ h_0 = h_i/4, \quad l^* = 1 \]

LDC method applied to 2D axisymmetric model

Refinement criterion variation

Figure 14: Composite $L^2$ error norm according to the criterion $\alpha$ used on the refinement process - 2D(r,z) test case
First, we see that the errors converge to the expected values. Moreover, there exists an optimal refinement criterion $\alpha$ for each expected error, independently of the number of sub-grids used and to the initial mesh size. Then a unique $\alpha$ depending only on the prescribed accuracy will be used for all refinement levels. However, a simple correlation between the optimal $\alpha$ and the expected error level does not appear clearly.

We can notice that for some error levels, large values of $\alpha$ lead to a smaller error for a local refinement than for a global one. This phenomenon has already been observed in the literature (see [28] for example). However, these values will not be retained since they do not lead to the asymptotic error value.

Using the obtained optimal $\alpha$, the refinement zones are then larger than for the a priori study, see for example figure 15 and figure 9(b) that have the same initial mesh. That confirms that the stagnation observed before was related to a refinement area not sufficiently large for the expected precision.

In this case, the optimal meshes (see figure 15) obtained seem to claim that the singularity effect is not very localised. However, if we look more deeply at figure 14, we can see that the asymptotic convergence is very slow. In an industrial context, we then could chose to be less strict. For example, within a margin of 10% on the expected accuracy, up to 50% of refined elements can be saved.
Using an optimal criterion, the mesh convergence of the LDC method is presented in Table 3. Here again, both prolongation operators exposed in section 4.2 are compared to be sure that the previous conclusions are still valid with optimal refinement zones.

<table>
<thead>
<tr>
<th>$h_0$</th>
<th>$l^*$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_i$</td>
<td></td>
<td>1.14 $10^{-1}$</td>
<td>5.78 $10^{-2}$</td>
<td>$'f'$ : 2.83 $10^{-2}$</td>
<td>$'f'$ : 1.10 $10^{-2}$</td>
<td>$'f'$ : 2.04 $10^{-3}$</td>
</tr>
<tr>
<td>$h_i/2$</td>
<td></td>
<td>5.77 $10^{-2}$</td>
<td>2.62 $10^{-2}$</td>
<td>$'f'$ : 1.05 $10^{-2}$</td>
<td>$'f'$ : 9.66 $10^{-3}$</td>
<td>$'f'$ : 7.95 $10^{-4}$</td>
</tr>
<tr>
<td>$h_i/4$</td>
<td></td>
<td>2.62 $10^{-2}$</td>
<td>9.67 $10^{-3}$</td>
<td>$'f'$ : 1.08 $10^{-3}$</td>
<td>$'f'$ : 7.95 $10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>$h_i/8$</td>
<td></td>
<td>9.65 $10^{-3}$</td>
<td>8.03 $10^{-4}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h_i/16$</td>
<td></td>
<td>7.97 $10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Comparison between “fine like” (‘$f$’) and “coarse like” (‘$c$’) prolongation operator - 2D(r,z) test case with ZZ optimal refinement criterion $\alpha$ - Relative maximal composite error norm

A stagnation of the composite maximal error norm begins to appear for the “fine like” prolongation operator while the optimal accuracy in $O(d_{h_{fine}})$ is obtained for the “coarse like” prolongation operator. A better choice of the refinement zones has then a benefit effect on both versions of the LDC method. However, the “fine like” operator do not still correct completely the fine levels. In conclusion, the “fine like” version seems always stagnate before the “coarse like” version from a composite error norm point of view.

4.3.3. Two-dimensional plane strain test case

We then conduct the same study for the 2D plane strain test case (see section 2.4). In this case, the maximum error zone obtained thanks to the ZZ a posteriori error estimator is much more localised, even for an initial coarse mesh, see figure 16. This localisation can be explained by the fact that the structure is three times less stretched than in the previous study.

As the error field is very restricted and as a minimum number of detected elements is required to create a new level, the variation of the refinement criterion drives the number of sub-grids generated, except for the very fine meshes. The figure 17 shows the influence
of the refinement criterion on the LDC composite $L^2$ error norm. Here, the initial mesh step $h_i$ is 218 $\mu$m.

As previously, for all cases, an optimal criterion can be obtained depending only on the expected error. However, the optimal values obtained per level of error are not similar to the ones obtained for the previous test case (see figure 14). The optimal values of $\alpha$ seem then also depend on the effect of the singularity under study. Results of the mesh convergence study in the maximal composite error norm with optimal $\alpha$ are reported in table 4 for both prolongation operators. An example of optimal nested sub-grids is given on figure 18.

For the “coarse like” operator, the method still converges as $O(h_{l_{\text{fine}}})$, which is the expected order of convergence. It confirms that the geometry discretisation error is negligible in front of the modelling error (see section 4.1).

As for the 2D($r,z$) test case, an early stagnation appears for the “fine like” prolongation operator, especially for the initial coarsest mesh ($h_0 = h_i$). Then, the error on the composite LDC grid is great deteriorated. For example, the error obtained for a simulation with $h_0 = h_i$ and $l^* = 4$ with the “fine like” operator leads to an error 40 times greater than for the “coarse like” operator.
4.3.4. Conclusions

In conclusion, for both test cases, the refinement process has been successfully automated by the use of the ZZ a posteriori error estimator. The performances of the
combination of LDC and ZZ in terms of CPU time and memory space will be studied in section 5. As for any a posteriori error estimator, a criterion playing the role of threshold has to be set. We have seen that this criterion is of great importance in order to reach the optimal convergence. Even if this study has shown that for each test case the optimal criterion only depends on the expected error level, its value varies with the test case under study. For now, there is no simple correlation between the optimal criterion and the expected error independently of the singularity under consideration. However, for both studies, a ZZ criterion of $0.25$ seems to offer a good compromise between precision and number of refined elements.

In the sequel, the ZZ a posteriori error estimator is always used to generate automatically the sub-grids. Optimal or compromise values of the refinement criterion $\alpha$ may be set. Moreover, the prolongation operator is always the “coarse like” one.

4.4. Extension to the three-dimensional test case

As said previously (see section 2.5), this test case gathers the two previous 2D phenomena on a three-dimensional geometry.

An a priori choice of the optimal refinement criterion $\alpha$ is not easy. Indeed, we saw in section 4.3 that it depends on the test case under study. Moreover, using the minimal value of the two criteria obtained in the previous 2D studies does not lead to the expected
results: it is too large for the biggest errors and too small for the smallest ones. Then, a convergence study according to the criterion $\alpha$ should be done again. As this sensitivity study is very costly, especially in a 3D context, and according to the conclusions of section 4.3, we decide to conduct the mesh convergence study with a fixed criterion $\alpha = 0.25$, which seems to be a good compromise for the two 2D studies.

The composite $L^2$ error norm between the reference solution and the LDC one is plotted on figure 19. In this case, $d$ represents the initial distance between the real position of the two singularities intersection and its mesh approximation.

The expected first-order convergence is reached for the uniform mono-grid solutions. However, more precise mono-grid solutions could not be obtained due to the important number of DoF implied.

The error improvement thanks to the local multi-grid refinement strategy remains true in a three-dimensional context since more precise solutions can easily be obtained. The LDC method applied to two crossed three-dimensional singularities converges as $O(d_{h_{\text{fine}}})$ since the obtained errors are quasi optimal. Only the finest error presents a little gap

![Figure 19: Composite $L^2$ error according to the mesh - 3D test case](image-url)
with the expected values. In this case the value $\alpha$ seems then a little too big. However the results obtained are really acceptable for a non user-dependent choice of $\alpha$. This last study validates the a priori choice of $\alpha$ (0.25).

An example of refined meshes obtained with $\alpha = 0.25$ can be seen on figure 20. The ZZ a posteriori error estimator well detect automatically the crossed singularities, and the finest meshes are very localised around the two singularities.

![Figure 20: Example of optimal hierarchical meshes - ZZ a posteriori error estimator with $\alpha = 0.25$ - 3D test case - $h_0 = h_i/2$](image)

As previously, the composite maximal relative error norm has also been studied, and the results are available in table 5.

<table>
<thead>
<tr>
<th>$h_0$</th>
<th>$t^1$</th>
<th>$|e_h|<em>{L</em>\infty,comp}$ with $\alpha = 0.25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_i$</td>
<td>1.15 $10^{-1}$</td>
<td>5.75 $10^{-2}$</td>
</tr>
<tr>
<td>$h_i/2$</td>
<td>5.64 $10^{-2}$</td>
<td>2.60 $10^{-2}$</td>
</tr>
<tr>
<td>$h_i/4$</td>
<td>2.57 $10^{-2}$</td>
<td>9.93 $10^{-3}$</td>
</tr>
</tbody>
</table>

Table 5: 3D test case with refinement criterion $\alpha = 0.25$ - Relative maximal composite error norm
Here again, the composite $L^2$ and the $L^\infty$ error norms have the same behaviour and the convergence in $O(dh_{fine})$ is reached for the composite $L^\infty$ error norm. This LDC approach combined with the ZZ a posteriori error estimator seems really promising since for example, the maximal error norm is quite 100 times reduced adding 3 local levels of sub-grids to an initial uniform mesh of space step $h_0 = h_i$.

5. Performances of the LDC method in an industrial context

5.1. Interest of sub-grids

We have previously shown that we can reach the same precision with a mono-grid uniform fine mesh or with a global coarse mesh and several local sub-grids as long as the local finest mesh size is the same. To optimise the ratio precision obtained over means (CPU time, memory space), we have studied the behaviour of the composite $L^2$ error norm with respect to CPU time (see figure 21 for the 2D(r,θ) test case) as well as the behaviour of the composite $L^2$ error norm with respect to the total number of nodes (see figure 22 for the 2D(r,θ) test case). For both studies, the refinement process has been conducted with the optimal refinement criteria $\alpha$ obtained in the section 4.3.

From these figures, we can conclude that the more the precision expected is constraining, the more the use of an initial coarse mesh with many suitable sub-grids is advantageous, as well in terms of CPU time as in terms of memory space. These results are consistent with the ones obtained by Ramière [55] for the FIC method. The same conclusion can be drawn for the 2D(r,z) test case or 3D test case.

5.2. Refinement ratio study

The LDC method applied on a FE discretisation is classically performed with a refinement ratio of 2 (e.g. [31, 41, 51, 68]). Some studies, coupling the LDC method with a Finite Volume discretisation use a refinement ratio of 3 (e.g. [44]), for projection simplifications. But very few studies [28] compare several ratios of refinement on the same test case. As there is no theoretical limitation for the choice of the refinement ratio, we decide to compare the performance of the LDC method between a refinement ratio of 2
LDC method applied to 2D plane strain model

CPU time - ZZ with optimal refinement criterion

Figure 21: Composite error norm versus CPU time required for the simulation - 2D(r,θ) test case

LDC method applied to 2D plane strain model

Total number of nodes - ZZ with optimal refinement criterion

Figure 22: Composite error norm versus total number of nodes (sum of each level) - 2D(r,θ) test case
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or of 4. The results for the 2D(r,θ) test case are presented in table 6.

<table>
<thead>
<tr>
<th>Comparison between refinement ratio of 2 and 4 - $h_0 = h_i/2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l^r \times r$</td>
</tr>
<tr>
<td>$|e_h|_{L^2,\text{comp}}$</td>
</tr>
<tr>
<td>Sub-grids nodes</td>
</tr>
<tr>
<td>CPU time</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Comparison between refinement ratio of 2 and 4 - $h_0 = h_i/16$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l^r \times r$</td>
</tr>
<tr>
<td>$|e_h|_{L^2,\text{comp}}$</td>
</tr>
<tr>
<td>Sub-grids nodes</td>
</tr>
<tr>
<td>CPU time</td>
</tr>
</tbody>
</table>

Table 6: Comparison between a refinement ratio of 2 and 4 - 2D(r, θ) test case - Optimal refinement criterion

As expected by the theory, we obtain the same error levels for simulations made with two successive refinements of ratio 2 than with one refinement of ratio 4, even for small errors. Thus, the convergence as $O(d_{h_{\text{fine}}})$ is conserved, whatever the refinement ratio used. Our LDC method with ZZ a posteriori error estimator is then really generic.

The second conclusion to be drawn is that the use of a larger ratio reduces the number of sub-grids, but may imply the use of more extended grids and thus more nodes than necessary in some regions. In our case, as the zones of interest are more and more localised, there are around twice more additional nodes for the ratio 4 than for the ratio 2 for the same error. Thus the refinement of 4 is not attractive in terms of total number of nodes for the test case under study. Moreover, this ratio also leads to slightly superior CPU time (up to 30% more) than a ratio of 2. However, as the considered CPU time are really small, this conclusion has to be confirmed on a more representative test case.

5.3. Comparison with a h-refinement method

The goal of this section is to compare the LDC method to the standard approach applied until now to simulate the cladding behaviour under irradiation. The standard meshes are mono-grid unstructured meshes refined around the singularities and can be
considered as meshes obtained with a global h-refinement method [6], see for example figure 23 left.

5.3.1. Two-dimensional plane strain test case

According to the conclusions of section 5.1, LDC seems efficient when a coarse initial mesh and a lot of local sub-grids are used. For this comparison, an initial mesh of size $h_0 = h_i/2$, with 1 to 7 sub-grids and a refinement ratio $r = 2$ is performed. As we set ourselves in an industrial position, the a priori refinement criterion $\alpha = 0.25$ is set for all levels. Hence, this value allows to obtain a good compromise between the number of elements to refine and the error level reached (see conclusions of section 4.3). The meshes on figure 23 are examples of meshes used for this comparison. The composite $L^2$ error norm against the CPU time is plotted on figure 24 for both approaches. Moreover, indications of total number of nodes are also given.

Figure 23: Example of meshes used in the comparison study: h-refined mesh (left) and LDC composite mesh with 4 sub-grids and refinement ratio of 2 (right)

We can notice that the LDC solver is really efficient. For errors about $1.10^{-2}$, computational times are approximately twice larger for the LDC method, but these times remain very small ($\sim 0.05$ s). For smaller relative errors, less than $1.10^{-3}$, CPU times required for the LDC resolution are less than 2 times smaller than the one required for a h-refinement resolution. Moreover, our method does not require any preliminary study in order to obtain a refined
mesh adapted to the singularity problem. As the generation of the sub-grids is automatic thanks to ZZ a posteriori error estimator, only a mesh size for the coarsest level and a refinement criterion are necessary. The use of the LDC method thus makes possible to save preprocessing times (mesh determination), that can be really important from an engineering point of view.

From a memory space saving point of view, the LDC method is also attractive. Indeed, even if extra informations are stored (boundary conditions on the levels, reversed matrices of stiffness, right-hand side,...), each local grid is much smaller than an equivalent global refined grid. In particular the total number of nodes of all the sub-grids is far smaller than the number of nodes of the locally adapted grid used currently (2 times less nodes for an error about $10^{-3}$ and 4 times less for an error about $10^{-4}$, see figure 24).

To conclude, the LDC solver combined with a ZZ a posteriori error estimator seems very attractive. Indeed, even on a simple test case, which is a priori unfavourable for the LDC solver (2D, linear elasticity, precise and quick solving on a mono-grid stretched mesh), the LDC tool enables us to save CPU time and memory space for a prescribed accuracy

Figure 24: CPU time and mesh size according to $L^2$ error - 2D plane strain test case - Comparison between LDC solver and classical FE solver on locally refined mesh
of the solution.

5.3.2. Three-dimensional test case

The comparison between the adaptive h-refinement method and the LDC solver has been also made for the three-dimensional test case, see table 7.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$|e_h|_{L^\infty,\text{comp}}$</th>
<th>CPU time</th>
<th>Number of nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDC, $a = 0.25$</td>
<td>$2.61 \times 10^{-2}$</td>
<td>143 s</td>
<td>total: 42813</td>
</tr>
<tr>
<td>$\alpha = h_i$, $l^* = 2$</td>
<td></td>
<td></td>
<td>max per level: 34121</td>
</tr>
<tr>
<td>h-refinement</td>
<td>$2.35 \times 10^{-2}$</td>
<td>659 s</td>
<td>78819</td>
</tr>
<tr>
<td>$h_{\max} = h_i$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Comparison between LDC and h-refinement resolution - 3D model

These results are still really encouraging. Indeed, for a maximum error level about 2%, we obtain interesting CPU time and memory space: the LDC solver enables us to save 46% of the total number of nodes and 78% of CPU time. Furthermore, it should be noticed that for the LDC method, the number of nodes represents the sum of the nodes on all the grids. Hence, the most costly level has 34121 nodes which is equivalent to 57% of the nodes of the h-refinement mesh. Thus, we will be later limited by the local finest mesh step acceptable for the triangularisation of the stiffness matrix. In particular, that means that an important limitation of the industrial simulation is then pushed back. These performances could be more improved by using a domain decomposition method on patch elements [51].

To conclude, for the industrial test cases under study, the use of the LDC method is much more attractive than the global h-refinement. Indeed, the same given error is obtained in less CPU time and with less DoF, in 2D as well as in 3D simulations. These results give confidence in the use of the LDC solver for more complex studies.

6. Conclusions and prospects

The use of the Local Defect Correction (LDC) multi-level method in a linear structural mechanics context has been verified. Some strategies have been tested to reach the best performances in an industrial context. The method proposed here is an efficient tool
based on a “black-box” solver concept. By this way, it can be easily performed in any existing industrial software. Moreover, by construction, the LDC method can be combined with any a posterior error estimator in order to automate the local sub-grids generation. In this paper, the classical and widely used Zienkiewicz and Zhu error estimator based on the super convergent patch recovery has been chosen. For non-academic test cases, in particular 3D crossed-singularities problems, the resulting local multi-grid solver leads to the same precision as the standard h-refinement method but with an important gain in terms of CPU time and memory space.

These first results give confidence in the use of a LDC solver for more complex structural mechanics behaviour, such as non-linear path-dependent behaviour. Actually, this technique has already been successfully extended to “one-time-step” non linear behaviour, see Barbié et al. [69].
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