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Abstract

Standard group analyses of fMRI data rely on spatial and temporal averaging of individuals. This averaging operation is only sensible when the mean is a good representation of the group. This is not the case if subjects are not homogeneous, and it is therefore a major concern in fMRI studies to assess this group homogeneity. We present a method that provides relevant distances or similarity measures between temporal series of brain functional images belonging to different subjects. The method allows a multivariate comparison between data sets of several subjects in the time or in the space domain. These analyses assess the global inter-subject variability before averaging subjects and drawing conclusions across subjects, at the population level. We adapt the RV-coefficient to measure meaningful spatial or temporal similarities and use multidimensional scaling to give a visual representation of each subject’s position with respect to other subjects in the group. We also provide a measure to detect subjects that may be outliers. Results show that the method is a powerful tool to detect subjects with specific temporal or spatial patterns, and that, despite the apparent loss of information, restricting the analysis to an homogeneous sub-group of subjects does not reduce the statistical sensitivity of standard group fMRI analyses.
1 Introduction

During a typical fMRI experiment, several data sets are collected from different subjects scanned during a common experimental paradigm. At the data analysis level, a decision must be taken on how to extract relevant information from this vast amount of data. The choice of the methods for statistical analysis depends mainly on the sort of inference required. If the results are to be restricted to the subjects studied, then fixed effect analyses can be used; random effects analyses are needed for inference to a parent population from which the subjects are drawn (Holmes and Friston, 1998; Friston et al., 1999a, b; Petersson et al., 1999). Generally, in the cognitive neuroscience community, one wishes to extend the results to a parent population (Mändzija and Black, 2001; Detre and Floyd, 2001; D’Esposito, 2000; Cabeza and Nyberg, 2000; Posner and Raichle, 1998).

This introduces two important concepts: the population and the sample. The population consists of the entire group which we wish to investigate. The sample represents a subset of this population which may well be selected for its homogeneous characteristics in relation to the aim of the study (left or right hand preference, age, ability for languages, and so on). If the individuals in the sample have been drawn randomly from the population, the characteristics of the sample are likely to reflect the characteristics of the entire population (Cochran, 1977; Govindaraju, 1999) and statistical results obtained in the sample can be generalised to the population of interest. The sampling step is therefore critical in determining to what extent findings can be generalised. Only representative samples will ensure the validity of the inference.

In neuro-imaging, random effect models that average the sample are the most popular techniques used to make these inferences that take into account the inter-subject variability. Random effect group analyses (and most other group analysis techniques) depend on the assumption that the subjects are independently identically distributed and have been drawn from the same homogeneous population (Petersson et al., 1999). In particular the subjects are expected to have the same common mean which will be very close to the true mean of the population. The main drawback is that the mean is sensitive to outliers (Brammer et al., 1997), and moreover, the mean is not a very useful statistic for representing multimodal distributions or non-homogeneous
populations. Thus, if there is an important known factor that is not taken into account (say right or left hand preference), the pooling operation would be invalid.

The problem of pooling across sub-groups is best illustrated by example. Imagine that 50% of the population use an area in the right frontal cortex for a memory task, while deactivating the same area on the left. The other half of the population have the opposite pattern, activating the left but deactivating the right. If we average activation across a randomly selected group of subjects, we are likely to conclude that frontal lobe activation does not change for this memory task, even though this is not true for any subject in the population. So, if one could demonstrate that there are two different sub-groups in the population, it would clearly be preferable to conduct an analysis for each group.

These problems are not limited to the spatial domain but can also arise in the temporal domain where a common behaviour is also most often assumed. For example, Burbank et al. (2000) shows that different activation patterns for mental calculation are obtained depending on the strategy (verbal or visual), while Aguirre et al. (1998), White et al. (2001) present results where subjects show variability in the time domain for a common experimental paradigm.

There are several unknown or uncontrolled factors that can contribute to the fact that the mean sampled group will not be representative of the parent population. One is anatomical variability (Brett et al., 2002): extreme examples of brain anatomy can lead to unusual patterns of functional activation. However, even with similar anatomy, differences in subject strategies or mental states may result in different activation with regard to the paradigm. Lastly, any undetected scanning problem can produce outliers in terms of signal to noise ratio or other artefacts.

The goal of this work is to provide a method which can investigate the homogeneity of the sample subjects’ datasets. To do so, a measure of similarity between the subjects has to be defined. This measure should indicate which subjects are similar to each other: if the subjects’ data can be clustered into separate sub-groups, this means that there probably is not a single underlying population. The measure should also indicate which subjects should be considered as outliers.

Finding a comparison measure for subjects fMRI data sets is a challenging task. Firstly, this
comparison may have to be done with respect to the experimental paradigm under study. Secondly, the datasets are huge (at least several hundred 3D volumes per subject) and complex, because they lie in a high dimensional space and exhibit both spatial and temporal correlations. The measure chosen should therefore be based on the multivariate nature of the data. Lastly, to be practical, the method has to be computationally efficient and the measure should be easy to interpret – for example it should be apparent if the distance between two datasets is due to temporal or spatial differences.

There are many previous papers that partially address these issues using multivariate methods: *Fisher’s linear discriminant analysis* (Tegeler et al., 1999), *Principal component analysis* (Moeller et al., 1987; Strother et al., 1995a,b; Hansen et al., 1999; Strother et al., 2002), *Partial least square* (McIntosh et al., 1996), *Independent Component analysis* (Calhoun et al., 2001; Nybakken et al., 2002) or *Multidimensional scaling* (Welch et al., 2002). Several univariate methods have also been proposed for example *test-retest methods* Mastra et al. (2002); Genovese et al. (1997) or *Meta-analysis* procedure (Fox et al., 1999; Xiong et al., 2000). The related question on how to combine inter-subject information is treated by (Lazar et al., 2002; Brammer et al., 1997). However, to our knowledge, no previous method has been specifically designed to investigate group homogeneity. The purpose of this work is to propose such a method, that is applicable in the spatial and temporal domains.

The rest of the paper is organised as follows: in the methods section, we present our chosen measure and describe how the measure can be applied in the spatial and temporal domains. We discuss the use of MultiDimensional Scaling (MDS) for displaying the results for a group of subjects. Next, we apply the method to an experimental dataset of 10 subjects who performed a mental computation task. These subjects are analysed for their homogeneity in the spatial and temporal domain. We present methods for deciding which subjects may be outliers using a graphical tool and the Cook distance measure (Seber, 1977; Christensen, 1987), and compare the original group results with those obtained on a more homogeneous group after an outlier has been removed. The discussion section describes possible extensions and applications of these techniques.
2 Methods

2.1 The RV-coefficient as a similarity measure

A large number of different similarity measures have been proposed according to the type of data studied. Our approach falls in the domain of multidimensional statistics that try to answer the following question: if \( n \) observations are described by \( p \) variables on one hand and \( q \) other variables on the other hand, how does one compare these observations? The method that we suggest was described by Escoufier (Robert and Escoufier, 1976) and is based on the calculation of a coefficient of similarity called the RV-coefficient. In this section, we describe this coefficient and present its adaptation to brain imaging data.

Let us imagine that we have \( n \) observations of \( p \) variables on one individual, and \( n \) observations of \( q \) variables on another. These result in two matrices \( Y_1 \) (\( p \times n \)) and \( Y_2 \) (\( q \times n \)) corresponding to subject 1 and subject 2. The RV-coefficient (Robert and Escoufier, 1976) is a measure of the closeness between the two configurations (or patterns) of points in \( Y_1 \) and \( Y_2 \) that can be viewed as an extension of the correlation coefficient for multivariate data. This measure is based on a comparison of summary matrices representing the individual patterns. The summary matrices \( Z_{11} \) and \( Z_{22} \) are derived from \( Y_1 \) and \( Y_2 \) by computing respectively \( Y_1^T Y_1 \) and \( Y_2^T Y_2 \) (\( Y' \) is the transposed matrix of \( Y \)). If we assume that the raw data are first mean centered then \( Z_{11} \) and \( Z_{22} \) simply correspond to the sampled covariance matrices (to a multiplication factor of \( 1/n \)). The RV-coefficient is defined by:

\[
RV(Y_1, Y_2) = \frac{\text{trace}(Z_{11}Z_{22})}{\sqrt{\text{trace}(Z_{11}Z_{11})\text{trace}(Z_{22}Z_{22})}}
\]

(1)

It measures the similarity of the two covariance matrices \( Z_{11} \) and \( Z_{22} \). Note that \( Z_{11} \) and \( Z_{22} \) are translation and rotation independent and can be associated with an operator for which we can derive an inner product (and a distance metric) based on the Hilbert-Schmidt norm. If we denote the norm as \( |A|_2 = \sqrt{\text{trace}(A'A)} \) and the scalar product as \( < A, B > = \text{trace}(A'B) \), for the square matrices \( A \) and \( B \), the RV-coefficient can be written as:
\[ RV(Y_1, Y_2) = \frac{\langle Z_{11}, Z_{22} \rangle}{\sqrt{\text{trace}(Z_{11}) \text{trace}(Z_{22})}} \]  

(2)

In this context, the RV-coefficient can be seen as the square of the cosine of the angle between \( Z_{11} \) and \( Z_{22} \), thus it can be considered as a multivariate extension of the classical Pearson correlation coefficient. This coefficient is bounded between 0 and 1. A value close to one indicates a high degree of similarity between two datasets \( Y_1 \) and \( Y_2 \). If RV is null, the two sets are independent if normally distributed\(^1\). When RV is exactly one, then the eigen-components of data set \( Y_1 \) can be derived from \( Y_2 \) through an homothetic transformation (for a proof, see Lavit, 1984). Note, however, that this coefficient only considers linear relationships between two data sets. This may seem a strong assumption but the linear part is likely to be predominant when comparing two fMRI datasets.

The RV similarity measure can be transformed to a distance measure. For example, when comparing the configuration of \( n \) points, the distance \( D(Y_1, Y_2) \) can be defined as:

\[
D(Y_1, Y_2) = \frac{\left\| \frac{Z_{11}}{\sqrt{\text{trace}(Z_{11})}} - \frac{Z_{22}}{\sqrt{\text{trace}(Z_{22})}} \right\|}{\sqrt{\text{trace}(Z_{11}) \text{trace}(Z_{22})}}
\]

(3)

\[
D(Y_1, Y_2) = \sqrt{2} \sqrt{1 - \text{trace}(Z_{11} Z_{22}) / \sqrt{\text{trace}(Z_{11}) \text{trace}(Z_{22})}}
\]

(4)

\[
D(Y_1, Y_2) = \sqrt{2} \sqrt{1 - RV(Y_1, Y_2)}
\]

(5)

The computation of the RV coefficient described above allows the comparison of the \( n \) observations in each data set. Such methods that look at the relationship between observations across variables are called Q-mode analysis in the multivariate terminology. However, the RV can be computed as long as one dimension is common to the two datasets \( Y_1 \) and \( Y_2 \). When the number of variables are equal in the two data sets \( (p = q) \) a similarity measure can be computed comparing variables across observations. This can simply be done by considering \( Y_1^T \) and \( Y_2^T \), the transpose matrices of \( Y_1 \) and \( Y_2 \) and then computing \( RV(Y_1^T, Y_2^T) \). By comparison, we call

\(^1\)If the data are not normally distributed, RV can be null and the data not independent.
this \textit{R-mode} analysis. In this case, the RV coefficient measures the similarity of the \((p \times p)\)
covariance matrices of the variables of two datasets, \(Z_1\) and \(Z_2\), obtained respectively from the
cross-product matrices \(Y_1Y_1'\) and \(Y_2Y_2'\). Thus, the RV coefficient allows two modes of analysis:
\textit{Q-mode}, which investigates the interactions of observations between datasets, and \textit{R-mode}, which
reveals the interaction among the variables.

The coefficient has other nice features. Escoufier demonstrated that several multivariate methods
can be seen as processes that maximise the \textit{RV-coefficient} of various matrices. For example,
PCA analysis of a matrix \(Y\) can be viewed as finding an orthogonal transformation matrix \(L\)
such that \(RV(Y,LY)\) is maximum and \(LY\) is orthogonal. The maximisation of the RV coefficient
\(RV(L_1Y_1,L_2Y_2)\) is equivalent to a Canonical Correlation Analysis (CCA) of \(Y_1\) and \(Y_2\), \(L_1\) and
\(L_2\) are the canonical components, linear combinations of the initial variables in each dataset.
When \(Y_2\) is replaced by a design matrix \(X\), this maximisation corresponds to PLS. It easy to
see that Canonical variate analysis (CVA) and (Multivariate Linear Models) MLM, which are
closely related to PLS, can also be described in terms of maximisation of the RV coefficient
between the data and the model. All these approaches, which differ in their noise assumptions
and the use of prior information (Kherif et al., 2002), can be embedded in the same framework,
which is the maximisation of the RV coefficient. The interpretation of the \textit{RV-coefficient} does
not fundamentally change with the data distribution since it represents in all cases the closeness
of two datasets after a linear transformation.

The \textit{RV-coefficient} has also been used for model selection by Tanaka and Mori (1997) and for

\subsection*{2.2 Adapting the \textit{RV-coefficient} to fMRI data}

This section describes the calculation of the \textit{RV-coefficient} for comparing fMRI data from two
subjects. The fMRI data for a subject can be formatted in a matrix \(Y\) of size \(t \times n\), with \(t\) the
number of scans and \(n\) the number of voxels. In this instance, \(Y_1\) and \(Y_2\) represent the data for
subject numbers 1 and 2. If both dimensions are equal for the two subjects (the same number
of scans \(t\) and same number of voxels \(n\)), RV can be computed using time (\textit{Q-mode}) or space
(R-mode) as the common dimension.

2.2.1 Temporal and spatial similarity

Spatial similarities

Generally, we can find a common voxel space for all subjects by stereotactic standardisation methods (Brett et al., 2002), such that all subjects have the same number \( n \) of voxels to be analysed.

We saw previously that the RV-coefficient can be calculated in the space represented by the configuration of \( n \) points (Q-mode). If these \( n \) points represent the voxels, \( \text{RV}(Y_1, Y_2) \) represents a measure of the spatial disparity between two subjects. A small value of \( \text{RV}(Y_1, Y_2) \) would be interpreted as showing that the two subjects had activity located in different brain regions regardless of their temporal dynamics.

Temporal similarities

Temporal similarities are computed in a similar way, whenever the data have a common time dimension. This will be the case when the experimental paradigm has been repeated across subjects. We can compute the corresponding R-mode RV-coefficient. A small value of \( \text{RV}(Y_1', Y_2') \) would reflect different temporal patterns whatever the spatial distribution. Note that this allows the computation of temporal distance in the original voxel space, such that there is no need for stereotactic transformation.

2.2.2 Model based RV-coefficient

The comparison of raw data across different subjects might not be relevant because of the existence of confounding factors that are not of interest. For instance, low frequency drifts, if not removed from the data, will randomly perturb the similarity measure. More generally, a good similarity measure should focus on the particular aspect of the data that the experimenter defines to be of interest. Here we use the classical framework of the general linear model and represent
the various effects thought to influence the fMRI data by a set of \( r \) regressors of dimension \( t \) grouped in the matrix \( X \). We therefore extend the \( RV\)-coefficient to take into account the experimental paradigm \( X \). Thus we replace \( Y_1 \) by \( X'Y_1 \) and \( Y_2 \) by \( X'Y_2 \) in order to address the data projected into the space defined by the model. We can therefore use the corresponding model based temporal \( ((X'Y_1)(X'Y_2))' \) and spatial \( ((X'Y_1)'(X'Y_2)) \) covariance matrices to calculate the \( RV\)-coefficient. Often the interest may only be in a sub-space \( G \) of the model \( X \) – for instance the sub-space defined by the difference between two experimental conditions. In this case, both model and data can be projected onto this sub-space, in a way similar to the PLS method. The model \( X \) and the data \( Y \) become respectively \( X_G \) and \( Y_G \), leading to an \( RV\)-coefficient tuned to the specific question represented by \( G \).

We also need to deal with the fact that fMRI data are not independent in space or time. We therefore introduce two metrics \( M \) and \( \mathcal{N} \) to handle temporal (\( M \)) and spatial (\( \mathcal{N} \)) correlations. \( M \) deals with correlation in the columns of the preceding matrices, and \( \mathcal{N} \) with correlation in the rows.

The matrix \( M \) is defined by:

\[
M^{-\frac{1}{2}} = (X_G'VX_G)^{-1/2}
\]

(6)

(7)

\( M \) corrects for scaling differences in the model regressors and takes into account the temporal correlation of the data, represented by the time by time matrix \( V \). Our method, and more generally fMRI data analysis, requires knowledge of the matrix \( V \). The correct specification of this matrix is a major subject of research and several methods have been proposed. One solution is first to convolve the time series with a known kernel and derive the autocorrelation matrix from the applied convolution matrix (Friston et al., 2000). More sophisticated methods (Purdon and Weisskoff, 1998; Worsley et al., 2002; Marchini and Smith, 2003) estimate the temporal correlation from the data by assuming some model of the structure in the residuals (generally
an AR model].

Similarly, the $\mathcal{N}$ metric in the RV-coefficient corrects for differences in voxel variances. The determination of spatial correlation is complex. It is well known that voxels are spatially correlated, but few methods have been proposed to address this problem. One reason for this is that most of the analysis procedures are univariate. Another is that the inverse of the $n \times n$ spatial covariance matrix, $n \gg t$, cannot be estimated accurately from the data. Here, following Wonsley et al. (1997), we suppose that the spatial correlation can be represented by a diagonal spatial covariance matrix:

$$\mathcal{N}^{-\frac{1}{2}} = \text{diag}\{\sigma_1^{-1}, \sigma_2^{-1}, \ldots, \sigma_n^{-1}\} \quad (8)$$

The values used for the diagonal elements $\sigma_1, \sigma_2, \ldots, \sigma_n$ are estimates of the residual variance at each voxel after regression against a model $X$. It is clear that scaling by $\mathcal{N}^{-1/2}$ cannot be seen as a whitening process, as it does not attempt to address correlation between voxels. However, the use of a diagonal matrix makes the method more robust than the estimation of the full matrix. Note that this scaling gives all the voxels the same importance; without scaling, it is possible for a few noisy voxels with high magnitude to dominate the results.

It is important to note that, as long as the various datasets have similar spatial or temporal structures, the exact specification of those covariances has a limited impact on the relative distances between datasets.

In summary, we use the following matrices:

$$\begin{cases} Y_1^* = M^{-1/2}X_1^T Y_1 M^{-1/2} & \text{for the first dataset,} \\ Y_2^* = M^{-1/2}X_2^T Y_2 M^{-1/2} & \text{for the second.} \end{cases} \quad (9)$$

Then, we compute the RV coefficient for each dimension:
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\[
\begin{align*}
RV(Y_1^*, Y_2^*) & \quad \text{for the spatial RV (Q-mode),} \\
RV(Y_1'', Y_2'') & \quad \text{for the temporal RV (R-mode).}
\end{align*}
\]

Lastly, these coefficients are transformed into distances using equation 3.

The method based on the **RV-coefficient** involves the computation of the trace of matrices. Due to the large amount of data in an fMRI experiment, computation and data storage can be very cumbersome. Our implementation is designed to avoid direct computation of the products of large matrices. The trace of the product of two matrices is computed as the overall sum of the the Hadamard (elementwise) product of those matrices. Only one pass through the data performed simultaneously for all subjects is needed. Whenever possible, computations are done in the model parameter space, reducing computational cost considerably.

### 2.3 Distances for several data sets

#### 2.3.1 MultiDimensional Scaling to represent spatial and temporal similarities

For more than two subjects, the **RV-coefficient** is computed in pairwise fashion and transformed to a distance as in equation (3). A symmetric matrix made of the distances between subjects is then obtained. To visualise this distance matrix in a two dimensional space, several procedures can be employed, for example clustering or MultiDimensional Scaling (MDS) (see Gower, 1984). The purpose of multidimensional scaling (MDS) is to provide a visual representation of the distance matrix. MDS plots the subjects as points on a map such that the distances on this map are similar to the original distances. MDS is used to provide an optimal configuration of points in (for example) 2-dimensional space by minimising the mismatch between the distances between the points in the MDS map and the original distances (Torgerson, 1952). However, it is possible for this configuration in two dimensions to be a poor representation of the data. This is measured by the percentage of variance captured by the MDS plot.

If a plane is not able to capture most of the variability of the data, the representation can be
completed with other dimensions. Note that MDS has been used previously in the context of brain imaging in Friston et al. (1996). It is a simple visual representation tool that can show if there is a specific pattern to the distances between subjects, such as the presence of outliers or sub-groups.

The temporal or spatial patterns that lead to the overall observed distances cannot easily be represented (for $K$ subjects there are $K(K - 1)/2$ distances). Canonical analysis of the whole data set would be a useful method but is computationally expensive. Here, we chose to show each subject’s main pattern by using the first component of an MLM analysis (temporal) or the individual’s SPM (spatial).

### 2.3.2 Outlier detection

The small number of subjects participating in brain imaging studies (usually around 15) does not in general allow the use of classical clustering methods. However, the distance matrix computed above can be used more quantitatively to develop a diagnostic measures for detecting subjects that may be outliers.

The definition of an outlier is an observation that lies far from the rest of data. Recall that, for $K$ subjects, the distance matrix is $K \times K$, where each row (and each column) contains the distances of one subject from each of the other subjects. Hence, the mean of each row (excluding the diagonal element) represents the average distance of this subject from the rest of the group. This mean can be used to judge if this subject may be an outlier.

If $m_1, m_2, \ldots, m_K$ are these mean distance measures for the K subjects, then detecting an outlier reduces to finding if one or several values $m_1, m_2, \ldots, m_K$ are large compared to the rest. If the group is homogeneous, we would expect that these values will be approximately equal and centered around the same overall mean. These $K$ values can be ordered from highest to the lowest and plotted, in a similar way to eigenvalue plots in PCA analyses.

As a complement of this plot, statistical tests for outlier detection can also be performed. For more details about the following tests see Hawkins (1980) and Barnett and Lewis (1994). The
so-called discordancy tests represent one class of outlier tests. For example, Grubb’s or Dixon tests can be used to detect unusual extreme values. These tests generally assume a normal distribution of the data. Grubb’s method provides critical values for testing if the maximum values are likely to occur by chance for $K > 3$. For the data we describe in the following section, where $K=10$, the critical value for testing the maximum is $G \geq 3.5$ with $G = \frac{m_{(K)} - m_{(1)}}{s}$, where $m_{(K)}$ and $m_{(1)}$ are respectively the maximum and minimum values in $m_1, \ldots, m_K$ and $s$ the data standard deviation.

Another approach is to make use of regression diagnostics – i.e. estimate a regression model (here a simple intercept model) and then check the residuals. More sophisticated diagnostic measures based on the case-deletion approach have been proposed, among them the most popular are Cook distances, DFFITS or DFBETA. These measures are also called influence diagnostics because they consist in measuring the effect on certain parameters of the model when one observation is omitted; here the parameter is the overall mean. We have preferred these diagnostic methods because they are more exploratory and allow us to check the distance values for all subjects and not only the maximum. In this paper, we have chosen to use the well-known Cook distance measure (Cook and Weisberg, 1982) to look for atypical subjects. Cook distances are known to perform better than DFFITS for highlighting influential observations. Because we have a single parameter, Cook distances and DFBETA will provide the same information.

The Cook distance measures the influence of each value in $m_1, \ldots, m_K$ on the mean over all subjects, denoted $\mu$. Let $\mu_i$ the mean over all subjects without subject $i$; then the Cook distance for each subject $i$ is given by:

$$C_i = \frac{(\mu - \mu_i)^2}{s^2} \quad (11)$$

where $s^2$ is the standard deviation around the global mean $m$. The size of $C_i$ is assessed by comparing it to percentiles of the F distribution: $F(1, K - 1)$. There are no well established critical thresholds for the Cook distance and in general an observation is said to have a large
influence if $C_i$ is greater than the 50th percentile. One uses the heuristic condition of $C_i > 1$ to detect outliers. This value is close to the median of the F distribution for a large range of degrees of freedom. However, in our case, with only one single parameter and low degrees of freedom, the value of 0.5 is a more appropriate approximation.

Influence diagnostics can be generalized to deal with more than one outlier. One method is to iterate the detection procedure several times; in each iteration the sample is reduced by removing the detected outlier. It is also possible to check for several outliers at the same time, by looking at the joint influence of a set of observations. This is important because, if there are several outliers, detection methods can be subject to masking and swamping effects – outliers may not be detected or "good" observations may be declared as outliers.

2.3.3 Homogeneous sub-group analysis

The purpose of this analysis is not to remove data from the group analysis in order to obtain more favorable statistical results, but to warn about potential problems in the sample and to detect subjects for which the data may not be representative.

We present below the results of analyses conducted both with and without the suspected outlier subjects. To make the comparison easier, we have also analysed the data choosing a more heterogenous sub-group by discarding a less influential observation. Hence this disparate group and the homogeneous group (without the outlier) have the same degree of freedom (see the results section). If the results differ greatly, then interpretation of the results should be done with caution. The data from subjects identified as outliers may need to be checked further.

In general, before removing an outlier from a set of subjects, several cases need to be considered. First, the data should be checked for artefacts (movements,..) using either multivariate methods (Kherif et al., 2001) or other methods such as in Luo and Nichols (2003). If possible, data can be corrected and the analysis performed again. Another possibility is that the model used to perform the analysis (at the subject level) is not correct (see Kherif et al. (2002) for a method of guiding model specification). If subjects seem to be clustered in several sub-groups, one should
look for the factors that could explain the apparent heterogeneity such as behavioral data. If the
data cannot be corrected, or if there are reasons to believe that the outliers belong to another
population then the group analysis should be performed with an homogeneous sub-group.

3 Application

This section presents the results of an application of the method to fMRI data. The data consists
of ten subjects who underwent two acquisition series.

3.1 Description of the fMRI dataset

We tested our method on a cognitive paradigm that investigates the brain network involved in
a mental calculation task. The experiment was conducted on 10 subjects (Simon et al., 2002).
During fMRI scanning, six blocks were presented of 13 trials each (26 sec). Each block was
preceded by a 4-sec instruction period, and there were alternating blocks of the computation-
task and the control-task. Each subject performed two of such sequences. TR was 2 seconds
giving a total of 186 scans per subject. The (linear) model used for analysing the data consisted
of 3 regressors per condition (computation and control), which were the block regressor convolved
with the standard hemodynamic response, and its temporal and spatial derivatives. Within this
model, a sub-space of interest $X_G$ was formed using an F-contrast to highlight activations induced
by the calculation task relative to the control task. Data were corrected for low frequency drift
using a cutoff of 1/120 Hz.

Each subject’s data were corrected for movement and stereotactically normalized to the Montreal
Neurological Institute (MNI) template. We also apply a spatial smoothing with different kernel
values (FWHM = 5, 8 and 12 mm). The smoothing parameters have an impact on the RV
coefficient, so that, in general, the similarity between subjects increases with higher smoothing.
However, the relative distances between subjects remain similar and conclusions are unchanged.
We here present the results with a smoothing kernel value set to 5mm (the same value used in
the original paper (Simon et al., 2002)).
The data were also temporally filtered (gaussian FWHM = 4s) and the corresponding convolution matrix used to estimate the temporal correlation matrix $V$.

### 3.2 Results

This section presents the results of temporal and spatial comparisons for the data from ten subjects. Here we use the adapted model-based $RV$-coefficient to investigate inter-subject distances with respect to the comparison between activation and control. For this purpose, we use equation (9) and (10), with a sub-space $X_G$ that represents the expected activation.

#### 3.2.1 Temporal distances

Figure 1 (center panel) shows a 2D MDS representation of the temporal distance between subjects. The figure shows that although subjects cannot be easily divided into more than one group, subjects 4 and possibly 3 lie a long way from the group centre of mass, indicating a different temporal behaviour. The representation of the distances between subjects in a space with two dimensions captured approximately 85% of the variance.

In order to illustrate the temporal difference between subjects we applied a Multivariate Linear Model (MLM) analysis (Worsley et al., 1997; Kherif et al., 2002) to the dataset for each subject. MLM can summarize in a small number of components, the the predominant temporal dynamics observed in the whole brain. These temporal differences between subjects are observed in Figure 1. The time series shown in this figure are the first components of the output of the MLM analyses. These components are clearly seen to be similar for two subjects (8,9) that are close on the MDS plot. In contrast, the patterns for subjects 8 and 9 are clearly different from those for subject 4 and subject 3. These two subjects are far away from subjects 8 and 9 on the MDS plot. The temporal behaviour of subjects 3 and 4 may be due to a quadratic-time-by-experiment interaction.
Figure 1: Inter-subject variability in terms of temporal distances (MDS plot in center panel) and illustration of this variability using the first temporal MLM eigencomponents.
3.2.2 Spatial distances

Figure 2 (center panel) shows a 2D MDS representation of the spatial distance between subjects. In this plot, some of the inhomogeneity found in the temporal domain is observed again. In particular, subject numbers 1, 3, and 4 are found to be the farthest from the group center. The spatial distance is illustrated in Figure 2 using a thresholded statistical parametric map ($p < 0.05$ corrected) showing the activation effect: one coronal slice (MNI coordinates $y = 64$) and one axial slice (MNI coordinates $z = 44$) for each subject. Distances between subjects 3 and 4 and subjects 8 and 9 are mainly reflected in a greater bilateral activity in the parietal lobes for the latter. These differences can also be observed in the pre-motor areas. The plot only captures 25% of the variance of the distances and should therefore be interpreted with care. Alternatively, extra dimensions can easily be added to construct a 3D plot, or two 2D plots. Note that this representation is only a visual aid and is not used to exclude or classify subjects.

3.3 Outlier identification using Cook test

While the previous plots do not show a clear clustering between two or more groups of subjects, it is not completely clear whether there are subjects that should be considered as outliers. To quantify this, we plot the ordered mean distances and the Cook distance plot (with 0.5 as an heuristic cut-off value, see method section).

In the temporal domain, the figure 3 (left) shows that subject number 4 has the highest mean distance from the other subjects. The Cook distance for this subject (Figure 3 right) is larger than the cut-off value suggesting an important influence over the mean. Subject 4 should most probably be considered as an outlier in the temporal domain.

In the spatial domain, the mean ordered distance exhibits very little variation across subjects (Figure 4 left). Although subject 9 can not be considered as an outlier, figure 4 right shows that this subject has an unusual influence over the sampled group population mean because of its small distances from the other subjects. In other words, it is a particularly representative subject.
Figure 2: Inter-subject variability in terms of spatial distances (MDS plot in center panel) and illustration of this variability on two slices of a thresholded statistical parametric map ($p < 0.05$): one coronal slice ($y = 64$ left) and one axial slice ($z = 44$ right).
Figure 3: **Temporal similarity** *Left:* Ordered mean temporal distances (similar to a scree plot); subject 4 has the highest mean distance from the other subjects; *Right:* Cook distances; subject 4 is the most influential observation on the group distances.

Figure 4: **Spatial similarity** *Left:* Ordered mean spatial distances; *Right:* Cook distances. Subject 9 has the most influence on the group because of its small average distances to the other subjects (see the plot on the *left*).

Comparing the Cook distances in the temporal and spatial domain, we observed that subjects with large influence in one domain are likely to have a large influence in the other dimension.

### 3.3.1 Homogenous sub-group analysis

Here we follow the method described in section 2.3.3. To demonstrate the potential influence of atypical subjects on the results for the group, figure 5 shows random effect analyses for three different groups: the whole sampled group (**center**); an homogeneous sub-group (**left**), where subject 4 (the outlier subject) is excluded, and an inhomogeneous sub-group (**right**), where subject 7 (one of the less influential subjects in the time domain) is excluded. Results are
thresholded at a level corresponding to a $p$-value of 5% (corrected). Clearly, the statistical sensitivity is reduced when the non-homogeneous sub-group is used (see activations in the premotor areas in red circle on figure 5). Interestingly, it appears that results obtained with all subjects are also less sensitive than those for the homogeneous sub-group. However, note that it is not the actual sensitivity of the analysis that is at stake but the interpretability of the results when represented by the mean.

4 Discussion and conclusion

The RV coefficient is a multivariate extension of the simple correlation coefficient. We have shown that the RV coefficient can provide a meaningful summary of the spatial or temporal resemblance between the fMRI datasets of two different subjects. We have used this measure to address the difficult problem of assessing the homogeneity of the subjects sampled. If the subject group is not homogenous, then group analyses that aim at giving a representation of the behaviour of the population could be misleading or erroneous. Specifically, we have been able to detect temporal (or spatial) outliers in the sampled sub-population and have showed that exclusion of outliers can lead to qualitatively different results. This allows a better interpretability of the results when represented by the mean. Although the t-test is known to be robust against non-normality, this
statistic is based on the sample mean and variance which are sensitive to outliers when assessed using small samples. In some cases, detection and removal of outliers can yield more sensitive results for a subset of the population.

The technique proposed can be adapted in two main ways. First, the set of voxels chosen to compute either the spatial or temporal distance can vary from application to application. In studying language representation in the brain, one may for instance choose to compare the between-subject spatial distances in the temporal lobes only. Note that when *apriori* knowledge is poor, it may be necessary to use methods that reduce data dimensionality, such as PCA. Second, the choice of temporal representation of functional activity, represented by the linear model $X$, is also left to the experimenter. This is the case for most neuro-imaging data analysis methods and it is well known that the choice made can seriously influence the results obtained. Multivariate techniques can be used to find optimal models for the data without requiring the input of the experimenter (Kherif et al., 2002).

It is likely that this technique will be useful for other applications. The modified RV-coefficient is general in the sense that it is an association measure between any two data matrices, but it can be easily tuned to specific questions using the extension proposed. This combination of properties makes the RV coefficient useful in many different situations. Below we list some possible applications of this measure in the field of brain imaging.

**Comparing several groups of subjects.** It would clearly be interesting to apply the technique when there is a specific known clustering of the sampled subjects – for example, based on performance, phenotypic or genotypic information. First, one could check the relevance of the distance measure with respect to the original subject classification, and second, one could use the technique to find the set of relevant subject parameters that would predict the subjects distances and clustering. This can be seen as the dual problem of finding the temporal and spatial patterns best predicting a group classification. A group classification could be qualitative such as 0 or 1, or quantitative on a given scale, or indeed multivariate, for instance made up of several physiological parameters. This is related to discriminant function analysis techniques (Kustra and Strother, 2001). These
kind of studies are useful for characterising the difference between a population of patients and normal subjects (Meyer-Lindenberg et al., 2001). It is worth noting that a test can be easily developed to verify the association between a pre-specified group membership and the RV distance measures. Subjects are assigned to a sub-group (represented by a simple binary matrix constituted of 0's and 1's). A non-parametric test based on the permutation of this matrix, analogous to "AnoSim" method (Clarke, 1993), allows us to check whether the subjects that belong to the same group are similar or not.

Comparing several sessions within or across subjects. One important issue in functional neuroimaging is the reproducibility of the results within subjects but between sessions that replicate the same (or similar) experimental paradigms. A few papers have addressed the issue (see for instance (McGonigle et al., 2000)). However, the RV-coefficient can provide a global measure of the relative distance in time or space of the replication of sessions with respect to the replication of subjects; to our knowledge, this has not previously been shown. We present such results in figure 6 and it is clear that two sessions from the same subject are spatially close from each other, while the temporal distance is much higher and comparable to the inter-subject variance. This will have implications for the modelling of different sessions within subjects.

Comparing different regions of interest for the same subject in the time domain. In learning or adaptation experiments, the most important information lies in the temporal
behaviour of brain regions. Often, we can define a network of areas that may be involved in
the experiment. The RV coefficient can be used to calculate the relative distances between
brain regions in the temporal domain. This can be seen as an index of their functional
connectivity. Thus, the RV coefficient could be used as a more complete measure of the link
between regions, links that are usually assessed using the correlation of the mean region ac-
tivity. This would be at the expense of more difficult inferences. However, non-parametric
permutation tests could be used to assess the significance of these links.

Comparing several tasks within and across subjects. Brain imaging paradigms are in-
creasingly likely to involve several tasks or control conditions that allow for a better in-
terpretation of the condition or task at the heart of the experiment. Experiments can
sometimes involve 5 or more different tasks or conditions. These extra conditions can be
thought of as functional localisers and can be used to define regions in which more spe-
cific functions are studied. Alternatively, different paradigms can be designed to study the
spatial correspondence of several similar cognitive functions (Simon et al., 2002). In both
cases, it will be important to characterise the distances between the different tasks within
subject or across subjects. This may be particularly useful in the spatial domain if the
main aim of the study is to understand the relative mapping of the functions involved to
brain areas, and whether this mapping is stable across the population.

The method can also be extended to characterise individual differences across a series of
tasks. Individual differences are now the topic of much current research.

In this paper we have addressed the problem of the using an average across subjects to represent
the temporal or spatial characteristics of a group. We have provided a general tool to measure
distances between subjects in the temporal or spatial domain. We believe that routine assess-
ment of group homogeneity may have important consequences, because this is rarely addressed before
using averaged results to report group data. Future work might address the problem of population
sampling given a first sample of subjects. If the homogeneity analysis suggests the population
may be clustered, we suggest separate group analyses for each sub-group. It is possible that the
sampled sub-groups do not contain enough subjects to perform group analysis. In this case one
needs to repeat the sampling stage. Adaptive Sampling (Thompson and Seber, 1996) is one such method, that uses the detected characteristics of the subjects already sampled to guide future sampling.
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