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Abstract

The aim of this document is to present an efficient and systematic method of
model-based predictive control synthesis. Model predictive control requires us-
ing a model of a dynamical system, that can be linear, time-varying, non-linear
or identified from data. Finding a model that is both precise and simulatable at
low computational cost can be challenging and time consuming due to requir-
ing extensive knowledge of the system and physics as well as a large volume of
data with relevant scenarios and sometimes a complicated identification work
(filtering noises and bias, data formatting, etc.). The proposed methodology
begins with fine-scale multi-physics modelling, which is possible thanks to open
model libraries (see Modelica). The obtained model is then simulated by con-
sidering ad hoc scenarios to generate data, which are then used to identify a
neural network, that will support the predictive control syntheses. The system-
atic methodology is detailed and applied to the widely used control benchmark
known as the quadruple tanks process. Results show that the methodology
is accurately applied to optimize hyperparameters in finding a neural network
model and to control the quadruple tanks process with the predictive controller.

Keywords: Feedforward neural network, hyperparameters optimisation,
economic model predictive control, modelica, model identification.

1. Introduction

Systems and control technology are everywhere, from homes to airplanes,
and they face great challenges in areas, such as water networks, increase share of
renewable energy, intelligent transport, process engineering or medical science.
Some challenges require interdisciplinary methods ranging from advanced con-
trol techniques, modelling interconnected complex systems and machine learn-
ing [40]. Among advanced control techniques, Model Predictive Control (MPC)
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is commonly studied in academia [49] and used in industrial applications [11],
because it enables considering constraints on the state variables of the process.
Since initial implementation in the petroleum industry [56], MPC has broad-
ened its field of industrial applications to include traffic control [71], energy
management in residential house [42], heating ventilation and air-conditioning
control [3], aerospace [65] or the automotive industry [29]. Classical MPC in-
volves a state space model of the dynamical system, states constraints, inputs
constraints and a quadratic cost function to minimize. The optimization is
performed online and the first optimal control sample is the one applied to
the actuators, while a new optimization is relaunched to prepare the next step.
There are some extensions or variants of MPC, such as Economic Model Predic-
tive control (EMPC), where an economic cost is substituted with the quadratic
one in order to control the dynamical system for economic behavior [55, 17].

Finding a suitable dynamical model allowing predictive control synthesis
poses a challenging task for control engineering. Models that finely represent
the process are generally complicated, which makes it difficult to use them for
MPC, and model simplification is often required. To acquire a suitable model,
one method is to linearize the physical model around an operative point, which
allows controller tuning and leads to linear MPC [51] or linear EMPC [36];
however, the model poorly represents the non-linear dynamical system. To
increase model accuracy, a linear time-varying model from the non-linear model
can be adopted [50] or more directly the non-linear model [25]. Furthermore,
a hybrid MPC is possible to handle systems with continuous states, logic rules,
discrete states or if-then-else conditions [41]. The engineering time required
for the modelling process of modelling is labour intensive and may be out of
proportion based on industrial expectations [46].

One method of reducing engineering time is to identify the model from input-
output signals of the process to achieve a black-box model. Black-box models
used for predictive controllers can be canonically parametrized model or a neural
network. An AutoRegressive Exogenous (ARX) model is presented in [30],
while a recurrent neural network is used by an MPC in [67] and also in [68]
with an EMPC. In [60], the authors compared parametric models and neural
networks models to identify a cooling system for a business center and found
that the neural network model is more accurate compared to a parametric one.
In [67], the data were generated from the non-linear state space model, by
simulation. In [60], the data originate from experimental measures and yield
favorable results; however, there are many cases where measured data are lacking
or expensive [57].

The method considered in this work is intended for dynamical systems to
be controlled, for which measured data are lacking, and therefore data will be
generated via simulation using multi-physical modeling. Model identification
is then performed to acquire a model which requires less calculation time for
its simulation while maintaining accuracy. The following method includes sev-
eral advantages: First, when using a simulation model, a dedicated researcher
or engineer performs physical modelling using specific simulation tools, which
makes the simulation model accurate regarding the state of the art. Second, this
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method reduces engineering time for the control researchers in finding a black-
box model rather than a classical physical model for a predictive controller.
Third, this method helps finding a black-box model with greater accuracy than
classical physical models. Fourth, in some real systems, there are insufficient
measurement data to identify an accurate black-box model, this method helps in
generating data. Moreover, many simulation tools represent dynamical system
in detail, such as the Modelica language [48], which allows modeling multi-
physical networked systems such as mechanical, electrical, thermal, hydraulic,
pneumatic and fluid. In addition, commercial or open-source libraries model
many systems, such as electrical [20], buildings [66], power plant system [27],
district heating system [22] or greenhouses [5].

Despite the popularity of i) multi-physics modeling for simulation on the one
hand, ii) neural network modeling and iii) predictive control method, the current
literature seemed to the authors not to make the most of the recent advances
on these subjects, in particular by not proposing an integrated methodology for
the global synthesis of control laws. The main contribution of this work comes
in the form of a methodology systematically addressing the issue of predictive
controller synthesis relying on a dynamic model based on a neural network for
its implementation, this model being identified from data from multi-physical
simulations (in the absence of big measurement data). The identification of
the process proceeds from hyperparameters optimized with a meta-heuristic
algorithm to obtain the ad hoc neural network. The predictive controller thus
deduced from the application of the proposed methodology was successfully
applied to a conventional control benchmark. In summary, the methodology
proposed in this article links:

• The use of multi-physics modeling by taking advantage of its ability to
combine physical subsystems of different types as well as the capitalization
and reuse of such models thanks to shared libraries;

• The possibilities of identifying neural networks based non-linear dynamic
models, with an automated choice of hyperparameters, the latter being
heuristically optimized according to explicit criteria;

• The possibilities offered in control theory by non-linear model-based pre-
dictive control;

The paper is organized as follows: in Section 2, main elements of the method-
ology are depicted; in Section 3, the methodology is detailed; Section 4 presents
the application of the methodology to a classical control benchmark; the results
are depicted in Section 5; Section 6 concludes the work.

2. Methodology highlights

This study’s methodology is shown in Fig. 1 and divided into five stages.
This section provides a tutorial to aid understanding and implementation.
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Figure 1: Schematic view of the methodology.

The first step regards the fine-scale modelling using multi-physical modelling
tools, which can be performed by modelling experts to achieve a model with
the closest resemblance. In addition, the model’s parameters can be scaled
using known completed plant parameters and using calibration from plant data
measures if some are missing. Information about complex networked physical
systems modeling is provided in Section 3.1.

The second step involves data generated from the simulation model designed
in the first step. The model is extensively simulated from selected scenarios to
best cover the conditions of the system’s use to be controlled, and the data
produced must be both qualitative and quantitative to obtain a representative
neural network (by optimization). These aspects are discussed in Section 3.2.

The third step concerns identifying the neural network approximating the
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System x(t)u(t)

Figure 2: System input-output representation with inputs ū(t) and outputs x̄(t).

dynamic behavior of the process (see Section 3.3). The accuracy of the targeted
predictive control depends on the quality of this model, which will be used as
an internal model. The description of this model and methods analyzing its
stability will be specified, and an automated tuning method of an appropriate
set of hyperparameters will be introduced to aid for building and optimizing the
neural network.

The fourth step regards with establishing the predictive control. In this
work, the predictive control considered is economic, although the methodology
could be applied to a classical MPC with a quadratic cost function. Section 3.4
introduces the EMPC (cost and constraint function) and specifies using the neu-
ral model from step three. In addition, some computer tools for implementing
the controller and resolving the optimization problem will be detailed.

All steps are detailed in the following sections.

3. Methodology

3.1. Modelling complex systems

The modelling of complex networked physical systems has been a focus for
years through formalism as bond graph [21] or Energetic Macroscopic Represen-
tation (EMR) [4] that enable graphical representation. Both are based on energy
flows, effort and power relation, and physical relations use time-dependent Or-
dinary Differential Equation (ODE) supporting 0-D modelling. In addition, a
computing language such as Modelica allows modeling and simulation based on
a uniform general language for model design. A graphical representation of each
sub-system and their interactions may be used, either from bond graph [62] or
Modelica’s graphical representations. Each block and subsystem are assembled
(graphically or not) to build the whole system [48]. A Modelica code concate-
nating all the physical equations is produced, which enables numerically simu-
lation using a numerical solver such as a Differential Algebraic System Solver
(DASSL) [45].

3.2. Data generation

Generating simulation data is mandatory for system identification. Before
generating data, the control actuators must first be selected and will form the
inputs of the identified dynamical system; second, the measures must be selected
and will form the states of the identified dynamical system. As a result, we will
use an input-output description of the system (see Fig. 2). Both actuators and
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measures must be chosen wisely according to the dynamical system capabilities
and with physical implementation possibilities. After inputs and outputs are
chosen, the signals sequences are applied to the inputs while the outputs are
measured. The characteristics of input sequences of the simulated dynamical
system require careful selection to generate output data that reveal its dynamic
nature, which is called persistent excitation [57]. Various inputs could be used
to excite the system, such as constant input signals (on-off), ramps, steps, sinu-
soidal, random sequences or Pseudo-Random Binary Sequences (PRBS) [57, 39].
These sequences lack the same persistent excitation. In [57], the authors found
that random sequences adequately excite the system; in [39], the authors indi-
cate that PRBS can excite the dynamical system with distinct sinusoidal com-
ponents. In addition, a sequence that is a mix of the random sequence and
PRBS is called a Multilevel Pseudo-Random Signal (MPRS).

3.3. Identification
3.3.1. Dynamical system

In this work, we considered a discrete time invariant system of the following
form:

x̄k+1 = f(x̄k, ūk) (1)

where x̄ ∈ X̄nx̄ is the system state, ū ∈ Ūnū is the command system input
and k ∈ I≥0 is the discrete sampling time occurrences. Moreover, all states are
available for the controller.

3.3.2. Feedforward neural network

The first mathematical model of a neuron was proposed by W. McCulloch
and W. Pitts in 1943 and is called the McCulloch-Pitts model [70]. The mathe-
matical formulation of single artificial neuron with multi-inputs is equal to [70]:

a = σ(Wp+ b) (2)

where a is the output of the neuron, σ is the activation function, W is the weight
matrix, p is the input of the neuron and b is the bias. One neuron is clearly
insufficient to extract interesting characteristics from the data, which are usually
stacked and leads to a Feedforward Neural Network (FNN) [37]. A schematic
representation of FNN is shown in Fig. 3. FNNs represent the simplest neural
network architectures and were chosen for implementation in this work. The
mathematical formulation of a FNN with i hidden layers with the purpose to
identify the dynamical system from Eq. (1) is equal to:

xk+1 = fh1
(vk) ◦ fh2

(a1) ◦ · · · ◦ fhi−1
(ai−2) ◦ fhi

(ai−1) (3)

where xk+1 is the predicted output of the dynamical system by the neural
network, and fhi

is the hidden layer, such as ai = fhi
(pi) = σi(W ipi + bi) with

ai the output and pi the input. In addition, σi is the activation function, W i is
the weighting matrix and bi is the bias. Then, vk is the input of the FNN, which
is the concatenation of the dynamical system inputs ūk and states x̄k at current
and past points in time, vk = cat(x̄k, ūk, x̄k−1, ūk−1, ..., x̄k−l, ūk−l), with l the
back horizon as number of lag.
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Figure 3: Schematic view of a feedforward neural network with four hidden layers, inputs
layer neurons are black, hidden layers neurons are grey, and output layer is white.

3.3.3. Fidelity measure

The loss function is employed to measure the quality of the FNN to reproduce
a signal. This provides a quantitative scoring that shows the degree of similarity
between from the data and the FNN output [64]. Several loss functions are
available, such as the Mean Square Error (MSE):

floss =
1

Nb

Nb∑
i=1

[xi − x̄i]2 (4)

where Nb is the number of samples, xi is the neural network output and x̄i is the
target. Other loss functions include Mean Absolute Error (MAE), Root Mean
Square Error (RMSE) and Mean Absolute Percentage Error (MAPE) [43].

3.3.4. Hyperparameters tuning

The hyperparameters defining the neural network influence its performance
and include the number of hidden layers, number of neurons per hidden layers,
type of activation function, batch size, epochs, the optimizer used and its own
parameters [69]. For widelyd use accelerated gradient descent optimizers, pa-
rameters include the learning rate and momentums [72]. It is difficult to tune
hyperparameters since they offer numerous choices, and we propose to auto-
mate these choices by selecting them via optimization, therefore at a higher
hierarchical level, to minimize the final loss function. Performing optimization
is challenging since it is non-differentiable and involves mixed and constrained
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variables. The optimization problem is formalized in the form:

min
χ

floss(χ) (5a)

subject to fnn(σ, δ, θ, µ, ν, o, τ, υ, φ) (5b)

σ ∈ Σ (5c)

δ ∈ ∆ (5d)

θ ∈ Θ (5e)

µ ∈M (5f)

ν ∈ N (5g)

o ∈ O (5h)

τ ∈ T (5i)

υ ∈ Υ (5j)

φ ∈ Φ (5k)

where floss is the loss function for a given data set. fnn is the neural net-
work architecture with dedicated inputs and outputs and Eq. (5b) is the related
constraint. σ is the activation function and Σ is the constraint, see Eq. (5c). δ
is the number of neurons per hidden layer and ∆ is the related constraint, see
Eq. (5d). θ is the number of hidden layer and Θ is the hidden layer constraint,
see Eq. (5e). µ is the epoch number and M is the constraint, see Eq. (5f). ν is
the batch size and N is the constraint, see Eq. (5g). o is the optimizer and O is
the constraint, see Eq. (5h). τ is the optimizer learning rate and T is the related
constraint, see Eq. (5i). υ is the optimizer momentum exponential decay and
Υ is the constraint, see Eq. (5j). φ is the optimizer momentum estimate and Φ
is the related constraint, see Eq. (5k). Finally χ is the vector of optimization
variables.

3.3.5. Implementation on computer machines

FNNs are implemented within machine learning tools such as PyTorch [52]
or Flux [32], which help reduce implementation complexity and allow training
neural networks with Graphical Processing Unit (GPU) to accelerate training.
In addition, a meta-heuristic algorithm is used to solve the optimization problem
Eq. (5) due to the problem’s of non-differentiability. The era of meta-heuristics
features abundant algorithms for finding the best set of hyper-parameters, such
as genetic algorithms or particle swarm optimization [1]. In addition, meta-
heuristic algorithms are available in language tools such as DEAP [19] or Black-
BoxOptim.jl [18]. The implementation proposed in this paper is discussed in
Section 4.2.

3.4. Economic Model Predictive Control

3.4.1. Description

There are two types of EMPC: The first involves a terminal cost and/or
terminal states constraints [17], while the second has no terminal cost and con-
straints [24] and is employed in this work. The cost function used is moreover not
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quadratic, but associated with a so-called “economic” cost (Economic MPC).
Traditionally, approaches seeking to guarantee the stability of MPC controls,
introduce a constraint or a terminal cost. Traditionally, approaches seeking to
ensure the stability of MPC controls introduce a constraint or a terminal cost.
Here, a contractive constraint was added on the terminal state to ensure the
MPC to be stabilized [13]. The formulation is described below, but please note
that neural network input vk is reworded with xk, uk for notation simplicity :

min
x,u

N−1∑
k=0

le(xk, uk) (6a)

subject to xk+1 = f∗nn(xk, uk) (6b)

x0 = x̄(t) (6c)

x ∈ X (6d)

u ∈ U (6e)

x̃′0Px̃0 ≤ x̃′NPx̃N (6f)

where Eq. (6a) is the economic cost to minimize and N is the number of
samples defining the length of the considered time horizon. Eq. (6b) is the time
evolution constraint of the state, which is based on the best neural network
architecture found in Section 3.3.4. Let’s note that optimization problem (6) is
non-linear, in particular, Eq. (6b) is non-linear due to FNN’s activation func-
tions. Moreover, we opted for a multiple shots approach. So, it is clear that
the EMPC optimization stage is nonlinear, hence generically non-convex. It
possibly leads to a only local optimum [26]. Eq. (6c) is the plant state measure,
Eq. (6d) is the state constraints and Eq. (6e) is the input constraints. Eq. (6f)
is the contractive constraint, P the contractive weighting matrix, and x̃ is the
state deviation from the optimal steady state. The EMPC is computed at each
iteration, and the first sample of the optimal input computed is applied to the
plant’s actuators until the next sampling period. In addition, the EMPC defines
an implicit feedback law:

µN (x̄) = u∗0 (7)

Where µN (x̄) is the implicit feedback related to x̄ and u∗0 is the optimal input
computed.

3.4.2. Computing machine implementation

The EMPC is translated and implemented in a modeling language specific
to the field of optimization, and the optimization problem must be solved by
an ad hoc solver. Several tools are available, such as JuMP [16] or Casadi [7].
The neural network used to define the state evolution constraint is a non-linear
model, and thus a non-linear programming solver is needed, such as the Ipopt
solver, which implements the interior point method [63]. Implementing such an
on-line implicit feedback law µN (x̄) with high sampling can be computation-
ally difficult [2], especially when the model is non-linear [14]. The optimization
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Figure 4: Four tank benchmark schematic view.

computation cannot exceed a sampling period. For some problems, a paral-
lel implementation within computing machines composed of multi-core Central
Processing Unit (CPU), GPU or Field-Programmable Gate Array (FPGA) [2]
is necessary.

4. Example

4.1. Four tank benchmark

To illustrate the relevance of the methodology, we apply it to a benchmark
widely used for ordering: the level control of a Quadruple Tank Process (QTP),
also known as the four-tank benchmark [34], is widely used by academics [33]
and recognized for its capacity to illustrate industrial issues [58]. Contributions
include the use of a decentralized PID controller [31] or a control by sliding
mode in [53]. The implementation of a predictive control applied to the QTP
benchmark is also widely discussed, and several distributed MPC methods are
compared in [6]. The QTP benchmark has four tanks, two three-way valves
and two pumps. The aim is to maintain a certain water level in the reservoirs.
Pump qa fills tanks 1 and 4, then pump qb fills tanks 2 and 3. In addition, water
leaks through tanks orifices, as tank 3 leaks to tank 1 and tank 4 to tank 2,
then tanks 1 and 2 to lower tank, Fig. 4. As a result, the pump flows must be
greater than zero. The main parameters of the benchmark are shown in Tab. 1.

4.2. Application of the proposed methodology

4.2.1. Physical modelling

The QTP is firstly modelled using Modelica to support the simulation tests,
which is fine modeling that considers water property, pumps inertia, pipe rough-
ness and valve pressure loss. Each sub-model is graphically assembled graphi-
cally, see Fig. 5.
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Table 1: QTP parameters [6].

Parameters Value Units Description
h1max 1.36 m Maximum water level tank 1
h2max

1.36 m Maximum water level tank 2
h3max

1.30 m Maximum water level tank 3
h4max

1.30 m Maximum water level tank 4
hmin 0.2 m Minimum water level all tanks
qamax 3.26 m3/h Maximum water flow pump a
qbmax 4.00 m3/h Maximum water flow pump b
qmin 0 m3/h Minimum water flow all pumps
Sc 0.06 m All tanks cross-section
a1 1.31 ×

10−4
m2 Surface of the tank 1 leakage orifice

a2 1.51 ×
10−4

m2 Surface of the tank 2 leakage orifice

a3 9.27 ×
10−5

m2 Surface of the tank 3 leakage orifice

a4 8.82 ×
10−5

m2 Surface of the tank 4 leakage orifice

Va 0.3 - Three way valve a opening
Vb 0.4 - Three way valve b opening

Table 2: Parameters of the PRBS signals.

Parameters Value Units
Time period 500 s
Start time 500 s
End time 30 days

Amplitude qmin or qmax m3/h

4.2.2. Data generation

The actuators of the dynamical system are the two pumps, and the measures
are the four tanks water levels. Each water level in the reservoir can be viewed
as a state variable: x̄i = hi. The inputs are the pump water flows ūi = qi. Two
random sequences were applied to the control inputs: The first is a PRBS signal,
whose properties are provided in Tab. 2; the second is the piecewise constant
with constant random values ranging from minimum to maximum water flow,
see Tab. 3. The simulations were performed to generate a total of 10,368,000
samples for each neural network input with a 5s sample period. Furthermore,
the data are filtered to only use data within water level constraints, which leads
to 5,686,738 data samples available to feed the neural network.

4.2.3. Dynamical system identification

The neural network inputs are water flows from pumps, and current water
levels with back horizon l = 0, vk = hcat(qak , qbk , h1k , h2k , h3k , h4k). The out-
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Figure 5: Graphical representation of the four-tank benchmark within Modelica in Dymola
Software.

put of the neural network is the water levels predicted for the next sample time,
xk+1 = hcat(h1k+1

, h2k+1
, h3k+1

, h4k+1
). The data generated are separated into

two arrays for the training stage, where the first array contains the neural net-
work inputs while the second has the outputs. The available data (5,686,738)
are separated and randomized into 80% for training and 20% for testing, and
during each of the 20 epochs, 10% of the training data are extracted for vali-
dation while the remainder feeds the neural network. Furthermore, the chosen
loss function chosen is the MSE, and the neural networks were implemented
with Flux.jl [32]. The meta-heuristic algorithm chosen to optimize the hyper-
parameters is a differential evolution algorithm [12] with adaptive setting [10]

Table 3: Parameters of constant input signals.

Parameters Value Units
Time period 1200 s
Start time 30 days
End time 600 days

Amplitude qmin to qmax m3/h
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Table 4: Hyperparameters range values.

Symbol Description Range value
σ Activation function σ ∈ [Bent [59], Gelu [28], Soft-

plus [23], Swish [54]]
δ Neurons number δ ∈ [4 to 19]
θ Hidden layer number θ ∈ [1,2]
µ Epoch number µ ∈ [20 to 180]
ν Batch size ν ∈ [2048]
o Optimizer o ∈ [adam [38], radam [44],

nadam [15]]
τ Learning rate τ ∈ [1× 10−7 to 0.01]
υ Momentum exponential decay υ ∈ [0.7 to 0.999]
φ Momentum estimate φ ∈ [0.7 to 0.999]

and radius limited from Julia package BlackBoxOptim.jl [18].Hyperparameters
range values are shown in Tab. 4. Otherwise, the neural network training were
performed on Nvidia P6000 GPUs thanks to JuliaGPU [8].

4.2.4. EMPC tuning and implementation

EMPC is optimized every 5s and over a time horizon equal to 25s (5 periods).
The economic cost considered is a function of the squared weighted sum of the
pump flow rates and the inverse of the water volumes in reservoirs one and
two [35]. This reflects the objective of the search for two conflicting objectives:
the maximization of the volume of water and the minimization of the energy
consumption of the pumps (linked to the square of the flow rates):

le(xk, uk) = u21k + κ1u
2
2k

+ κ2
Vmin

Sc(x1k + x2k)
(8)

Where κ1 and κ2 are time varying costs. Vmin = 0.012m3 is the minimum
volume of water in a tank, and Sc is the tank cross-section. κi = (κ1; κ2) values
are equal to κi = (1; 500) from 1 to 1,500s, κi = (1; 1000) from 1,500 to 3,000s,
κi = (5; 100) from 3,000 to 4,500s and κi = (0.5; 500) from 4,500 to 6,000s,
Tab. 5. Also, the P matrix selected is the identity matrix and the optimal
steady state are visible in Tab. 5. Furthermore, constraints enable considering
the water tanks’ max level (state constraints) and admissible water flows (input
constraints), Tab. 1. The predictive control is implemented within JuMP.jl
with multiple shooting numerical method and the solver used is Ipopt within a
workstation equipped with an Intel Xeon Gold 5122 CPU.

4.3. Simulation test bench

The QTP fine-scale modelling from Modelica was exported using a Func-
tional Mock-up Interface (FMI). A simulation software (Simulink) simulated
the Functional Mock-up Unit (FMU) and saved states and inputs in text files
throughout simulation. Furthermore, every 5s, the simulation was paused to
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Table 5: κ and optimal steady state values.

Time κi x∗1;x∗2;x∗3;x∗4
1 to 1,500 (1; 500) (0.519; 0.524; 0.514; 0.543)

1,500 to 3,000 (1; 1000) (0.689; 0.675; 0.705; 0.668)
3,000 to 4,500 (5; 100) (0.244; 0.291; 0.203; 0.370)
4,500 to 6,000 (0.5; 500) (0.746; 0.512; 1.031; 0.260)

Simulation software

States

FMI

FMU

FMI
EMPC

Kappa

Text file

NN Model

Julia

Inputs

Plant fine scale 

modeling with 

Modelica

Dymola

Export

save

Hard drive

Figure 6: Controller and plant control in simulation.

execute the predictive control. Finally, the optimal control inputs computed
were sent to the FMU and the simulation run again until the next iteration. A
schematic representation is provided in Fig. 6.

5. Results

5.1. System identification

Fig. 7.a depicts the boxplot hyperparameters optimization results with val-
idation loss versus trained networks, where 618 neural networks were trained,
487 algorithm steps were performed and vanishing gradients occurred with 18
trained networks. The lowest validation loss is equal to 8.11×10−7 and the high-
est is equal to 3.79× 10−1. The validation loss median is equal to 5.17× 10−6,
and as a result, 50% of the trained networks have validation loss higher than
5.17× 10−6. Hyperparameters optimization allows selecting the best set of hy-
perparameters for a network with accurate identification. Fig. 7.b depicts the
validation loss with clusters of 10 trained, which shows three groups: The first
is from the first trained network until 200 trained networks. The boxplot vali-
dation loss slightly decreased and reached a lower validation loss at 200 trained
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Figure 7: Cost function dependency on (a) the trained networks, (b) the trained networks
with clusters of 10, (c) the neuron number.

networks. The second group, from 210 trained networks to 470 trained networks,
validation loss increased and then decreased and reached lower validation loss
at 470 trained networks. The third group, from 480 trained networks until the
last trained networks, validation loss increased and then decreased and reached
lower validation loss at 600 trained networks. This behavior shows that the
meta-heuristic algorithm can select hyperparameters to reduce validation loss,
but it needed a couple iterations. In addition, it reached some local minimal
and tried to escape to find a lower validation loss. Furthermore, due to meta-
heuristic optimization, it is not possible to answer whether the global minimal
was reached. Fig. 7.c depicts validation loss with the total number of neurons
considered within networks, which shows a validation loss reduction for network
forms of 4 to 11 neurons; however, the validation loss plateaued for networks
with more than 11 neurons. As a result, increasing beyond 11 neurons does not
produce a reduction in validation loss but increases computational workload.

Fig. 8.a presents validation loss with activation functions. The medians are
equal to 3.78 × 10−6 for bent, 6.40 × 10−6 for gelu, 8.26 × 10−6 for softplus
and 3.84 × 10−6 for swish. Using bent or swish as activation functions allows
a slight validation loss reduction compared to gelu or softplus. Fig. 8.b depicts
the validation loss with hidden layers. The medians are equal to 4.34×10−6 for
one hidden layer and 6.37× 10−6 for two hidden layers. In this case, networks
with one hidden layer allow reducing the validation loss, which is advantageous
since neural networks with one hidden layer allow reducing network complexity
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Figure 8: Cost function dependency on (a) the activation function considered, (b) the hidden
layers number, (c) the epoch number.

and computational workload compared to networks with two hidden layers.
Fig. 8.c depicts the validation loss and epochs and shows that increasing epoch
beyond 40 is not necessary since the trained neural network median is equal
to 1.84 × 10−5 for 20 epochs and plateaued from 40 to 180 epochs between
5.00× 10−6 to 6.00× 10−6.

Fig. 9.a presents the validation loss with optimizers adam, nadam and radam.
The validation loss medians are equal to 5.21 × 10−6 for adam, 7.37 × 10−6

for nadam and 3.50 × 10−6 for radam. The radam reduced median validation
loss compared to adam and nadam; however, because nadam and radam are
derivative from the adam optimizer, the median validation loss remains similar,
and no breakthroughs are noticeable. In addition, Fig. 9.b shows that the
learning rate lower than 2.50× 10−3 allows reducing the median validation loss
compared to learning rates higher than 2.50 × 10−3. Furthermore, Fig. 9.c
and Fig. 9.d show that momentums exceeding 0.9 allow reducing the validation
loss. The median is equal to 2.49× 10−6 for the momentum exponential decay
compared to 1.53 × 10−5 and 6.71 × 10−6. Additionally, median is equal to
3.01× 10−6 for momentum estimate compared to 1.35× 10−5 and 5.07× 10−6.

Table 6 presents the top 10 with trained neural networks which have the
lowest validation loss, which shows that both one and two hidden layers are
represented; however, there is only one network with two hidden layers. The
number of neurons goes from 11 to 36, where increasing the number of neurons is
not necessary, as shown in Fig. 7.c. The fourth activation functions are present
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Figure 9: Cost function dependency on (a) the optimizer considered, (b) the learning rate,
(c) the momentum exponential decay, (d) the momentum estimate.

within the top 10; however, there is a majority of swish with 6 over 10. In
addition, the epoch number from the top 10 confirms the information extracted
from Fig. 8.c, showing that increasing the number of the epoch is not necessary
since there are trained networks with 40 or 80 epochs. Furthermore, radam and
nadam prevail as optimizers, and adam is not represented within the top 10.
Regarding learning rate, the results from Fig. 9.b are confirmed since a majority
of the top 10 were trained with learning rates lower than 2.50×10−3. Concerning
momentums, the results from Fig. 9.c and Fig. 9.d are confirmed since most
networks were trained with momentums higher than 0.9. Furthermore, the top
10 trained network validation loss goes from 9.46× 10−7 to 8.11× 10−7, which
is close. Finally, we selected the top network for the EMPC (highlighted in bold
in Table 6), and we calculated the trained loss and test loss. The results show
a training loss equal to 8.22× 10−7 and test loss equal to 8.38× 10−7, and the
network is not overfitted as test loss slightly increased compared to validation
loss.

5.2. Process control

Fig. 10.a depicts the simulation results with h1 and h2 water level controlled
by the EMPC. Water levels h1 and h2 are controlled in an economic manner
according to the economic cost given in Eq. (8), without using any explicit
reference trajectory. The results show that the tanks’ water levels stay within
the constraints. In addition, h1 and h2 remain close when κi = (1; 500) and
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Table 6: Hyperparameters optimization results top 10 validation loss.
- Hidden

layers
Amount
of neu-
rons

Activation
function

Epoch Optimizer Learning
rate

Momentum
exponential
decay

Momentum
estimate

Validation
loss

1 1 19 bent 180 nadam 2.18× 10−3 9.97× 10−1 8.97× 10−1 8.11× 10−7

2 1 17 swish 140 radam 2.71 ×10−3 9.79 ×10−1 9.22 ×10−1 8.22 × 10−7

3 1 12 bent 180 nadam 1.12 ×10−4 9.82 ×10−1 8.52 ×10−1 8.93 × 10−7

4 1 16 swish 100 radam 3.08 ×10−3 9.79 ×10−1 9.22 ×10−1 9.14 × 10−7

5 1 11 swish 140 nadam 2.71 ×10−3 9.79 ×10−1 9.22 ×10−1 9.18 × 10−7

6 1 11 swish 140 nadam 2.71 ×10−3 9.79 ×10−1 9.22 ×10−1 9.19 × 10−7

7 2 36 swish 40 radam 4.55 ×10−4 9.72 ×10−1 9.09 ×10−1 9.35 × 10−7

8 1 17 swish 80 radam 3.74 ×10−3 9.84 ×10−1 9.72 ×10−1 9.35 × 10−7

9 1 14 softplus 160 radam 5.58 ×10−3 9.73 ×10−1 9.82 ×10−1 9.43 × 10−7

10 1 16 gelu 180 radam 3.16 ×10−4 9.07 ×10−1 9.32 ×10−1 9.46 × 10−7

Figure 10: Simulation results. (a) Depicts tank 1 and 2 water levels over time. (b) Depicts
tank 3 and 4 water levels over time.

κi = (1; 1000). Furthermore, when the cost function weights change from κi =
(1; 500) to κi = (1; 1000) at 1,500s, the water levels h1 and h2 are both increased,
which is the expected behavior. Moreover, h1 and h2 pull apart as expected
when using distinct weights associated with the different levels κi = (5; 100) or
κi = (0.5; 500). Fig. 10.b depicts the simulation results with h3 and h4 water
level controlled by EMPC. Once again, water levels h3 and h4 are controlled
economically within the economic cost function defined by Eq. (8). The latitude
of permissible water levels for these reservoirs is exploited while remaining within
the established limits. It can be observed that h3 is equal to the minimum water
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Figure 11: Simulation results. (a) Depicts pump a flow control over time. (b) Depicts pump
b flow control over time.

level constraint from 3,000 to 4,500s. In addition, h3 and h4 remain close when
κi = (1; 500) and κi = (1; 1000) and h3 and h4 pull apart when κi = (5; 100)
and κi = (0.5; 500).

Fig. 11.a depicts the qa pump flow controlled by the EMPC. During the
simulation, the pump flow stays within constraints. When the cost index κi
changes from (1;500) to (1;1000), the pump flow increases. In addition, when
the cost index κi change from (1;1000) to (5;100), the pump flow decreases.
However, at 3,250s, it can be seen a peak on the pump flow qa. This behavior is
related to the h3 state’s constraint, during which time the pump flow increases
to avoid violating the water level constraint. Finally, when the cost index κi
changes from (5;100) to (0.5;500), pump qa flow increases to maximum flow and
then decreases and plateaus until the end of the simulation. Fig. 11.b depicts
the qb pump flow controlled by the EMPC. During all simulations, the pump
flow stays within constraints. When the cost index κi changes from (1;500) to
(1;1000), the pump flow increases. In addition, when the cost index κi changes
from (1,1000) to (5,100), the pump flow decreases to 0 m3/h. At 3250s however,
it can be seen a peak on the pump flow qb. This behavior, identical to the
previous case, is due to the state constraint h3, during which time the pump
flow increases to avoid breaking the water level constraint. Finally, when the cost
index κi changes from (5;100) to (0.5;500), pump qb flow increases to maximum
flow and then decreases and plateaus at 2.4 m3/h until the end of the simulation,
compared to qa which plateaus at 1 m3/h.
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6. Conclusion

This study aimed to propose an integrated methodology for non-linear pre-
dictive control design, synthesized from a neural network based model identified
thanks to simulated data from multi-physics modelling. Results showed that
the Quadruple Tank Process benchmark considered was well identified thanks
to a neural network with optimized hyperparameters. Simulation using the
predictive controller designed thanks to the methodology proposed depicts the
expected behavior, in total consistency with the economic cost used. The pre-
sented methodology features interesting characteristics, such as being based on
a fundamental movement in modeling, which consists of using bricks from ex-
isting physical models to constitute the model of the process considered. This
supposes that such bricks exist, but this assumption becomes more reasonable
every day, since a large community enriches the existing library.Based on this
observation, the goal is to reduce the experiments providing data likely to cal-
ibrate the model, which thus performs appropriate simulations to produce the
ad hoc data. On this basis, the model identifies an FNN which approaches the
behavior of the physical process as closely as possible, while being less expensive
to simulate. Choosing the characteristics of the target neural network (archi-
tecture and components among others) is effectively achieved by proceeding to
the automated choice of the hyperparameters of the neural network by means
of an adapted heuristic. Finally, the desired predictive control is obtained by
choosing an economic criterion (EMPC), which is efficiently optimized thanks
to choosing an ad hoc optimizer and using the FNN as an internal model. This
method has been successfully implemented to control the QTP benchmark, for
which different MPC solutions have already been tested in the control literature.

Among the perspectives, we are currently working to demonstrate the in-
terest of this methodology applied to the generic problem of controlling multi-
energy network systems [47]. One perspective in order to avoid possible risks
for the MPC control, i) to be satisfied with local minima and ii) to accelerate
the resolution consists, in reformulating the optimization problem in convex
and conic constraints with a disciplined convex programming [61]; in this case,
restrictions must be added to the neural network [9].
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